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Abstract: The development of fractured oil fields poses a formidable challenge due to the intricate
nature of fracture development and distribution. Fractures profoundly impact core resistivity, making
it crucial to investigate the mechanism behind the resistivity response change in fracture cores. In
this study, we employed the theory of a stable current field to perform a numerical simulation of the
resistivity response of single-fracture and complex-fracture granite cores, using a full-size granite core
with cracks as the model. We considered multiple parameters of the fracture itself and the formation
to explore the resistivity response change mechanism of the fracture core. Our findings indicate
that, in the case of a core with a single fracture, the angle, width, and length of the fracture (fracture
occurrence) significantly affect core resistivity. When two fractures run parallel for a core with
complex fractures, the change law of core resistivity is similar to that of a single fracture. However,
if two fractures intersect, the relative position of the two fractures becomes a significant factor in
addition to the width and length of the fracture. Interestingly, a 90° difference exists between the
change law of core resistivity and the change law of the resistivity logging response. Furthermore,
the core resistivity is affected by matrix resistivity and the resistivity of the mud filtrate, which
emphasizes the need to calibrate the fracture dip angle calculated using dual laterolog resistivity with
actual core data or special logging data in reservoirs with different geological backgrounds. In the
face of multiple fractures, the dual laterolog method has multiple solutions. Our work provides a
reference and theoretical basis for interpreting oil and gas in fractured reservoirs based on logging
data and holds significant engineering guiding significance.

Keywords: fractured reservoir; core resistivity; numerical simulation; fracture occurrence;
logging interpretation

1. Introduction

As traditional oil and gas resources continue to dwindle, reservoir exploration and
development technology is reaching new heights of sophistication [1,2]. The focus has
shifted towards exploiting complex, unconventional reservoirs like volcanic oil and gas,
shale oil and gas, and tight oil and gas on a global scale [3,4]. Among these reservoir types,
fractures play a pivotal role as reservoir spaces and permeable pathways for oil and gas in
igneous rock reservoirs, tight reservoirs, and shale reservoirs. The development of fractures
stands out as a key characteristic influencing reservoir storage capacity [5]. In China’s
major oil and gas fields, low-permeability fractured reservoirs are prevalent and are poised
to serve as a crucial resource base for bolstering reserves and production in the country’s
oil industry moving forward [6]. The increase in rock density in low-permeability fractured
reservoirs leads to heightened rock strength and brittleness [7]. When subjected to tectonic
stress, rocks exhibit varying degrees of fracturing, giving rise to fractured low-permeability
reservoirs. The intricate development and distribution of fractures in these reservoirs
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pose challenges in terms of logging response and physical property evaluation, presenting
significant technical hurdles in reservoir exploration and development endeavors [8].
Consequently, investigating how logging technology can be leveraged to economically and
efficiently develop such reservoirs holds immense engineering importance.

For fractured reservoirs, core resistivity experiments play a critical role in evaluating
hydrocarbon properties from logging data. However, due to laboratory constraints, these
experiments often provide a limited perspective, making it challenging to fully charac-
terize the resistivity response of cores with various fracture patterns [9]. As a result, an
increasing number of scholars have turned to numerical simulation as a viable alternative.
Presently, the most common approach involves characterization using imaging logging
data. Consequently, scholars have undertaken successive numerical simulation studies
on the computational model of electric imaging logging for fracture width, primarily
employing the three-dimensional finite element method [10]. Factors examined include
fracture inclination, formation resistivity, mud resistivity, distance between the instrument
and the well wall, length of lateral extension of the fracture, and fracture spacing [11].
In 1990, Luthi et al. [12] pioneered the use of electric imaging instruments to study the
relationship between electrical signals and fracture parameters. Their 3D finite element
modeling simulated the current emitted from a single-button electrode in front of the frac-
ture, solving Laplace differential equations for the electric field in and around the borehole
on an adaptive 3D mesh. Their findings established a link between fracture width and
anomalous current area, formation resistivity in the flushing zone, mud filtrate resistivity,
and instrumentation-related coefficients. Subsequently, in 2001, Wang Dali [13] developed a
simplified model of the electrode system structure for real micro-resistivity imaging logging
and established a finite element numerical simulation method. His research revealed that
mud resistivity significantly impacts the additional current relative to formation resistivity.
However, the study’s limitations were acknowledged, particularly regarding the finite
element mesh node division of the orthotropic model, which was constrained by computer
hardware conditions. In 2002, Ke et al. [14] advanced the field by developing a full-space
numerical simulation program using the three-dimensional finite element method to in-
vestigate the relationship between logging response and fracture characteristics. They
proposed a new formula for calculating fracture opening, showcasing the potential for in-
novation in this area of study. Continuing this trajectory, Aixin Chen’s 2006 work involved
numerical simulations of micro-resistivity imagers in non-uniform media [15], presenting
further advancements in the 3D finite element method. This was followed by Yu Cao’s [16]
exploration of the response of micro-resistivity scanning imaging logging instruments to
fractures, which delved into the instrument’s resolution for different fracture scenarios. In
2015, Ponziani et al. [17] conducted a comprehensive investigation using a full borehole
formation micro-resistivity imaging logging instrument through numerical simulation.
Their findings demonstrated a linear relationship between fracture width and measured
additional current, offering valuable insights into the measurement of fracture width and
associated parameters. Ammar [18] utilized Comsol software (Comsol Multiphysics model,
CMM,, version 4.4, 2014) to construct a numerical simulation model for studying the resistivity
of fracture-containing rock saturated with water. The study explored resistivity orthotropy
and investigated the relationship between porosity and fracture parameters. Epov et al. [19]
employed the finite element method to analyze the impact of tilted uniaxial anisotropy on
electric logging, offering a new approach to studying the physical and electrical properties of
carbonate reservoirs. He et al. [20] proposed a non-destructive method for testing the radial
resistivity of cylindrical core samples, comparing different methods and using numerical simu-
lations to highlight the variations in measurement results based on testing approaches, thereby
enhancing the foundation for field interpretation. Tan et al. [21] utilized a three-dimensional
finite element method to identify cracks in shale reservoirs and introduced a novel calcu-
lation method for crack porosity. Their conclusions, supported by comparisons with actual
data, yielded significant results. Deng et al. [22] numerically simulated the lateral response of
high-resolution azimuthal resistivity in fractured strata, linking azimuthal resistivity to fracture
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tilt and orientation and providing essential insights for logging interpretation in fractured
reservoirs. With advancements in logging technologies, follow-drill logging has gained traction.
Liu et al. [23] applied an adaptive hp-FEM algorithm to simulate the resistivity response of
fractured reservoir cavities during follow-drill operations, offering advantages over tradi-
tional methods and establishing a theoretical basis for a quantitative evaluation in interpreting
seam-hole type reservoirs. Kang et al. [24] used a three-dimensional finite element method
to interpret the logging response of a drill-following resistivity imaging tool. By integrating a
new borehole calculation model, they revealed relationships between the borehole diameter,
current contrast, and formation-resistivity contrast, particularly influenced by fracture dip
angles. Zhao et al. [25] conducted simulations using the finite element method on digital
cores, highlighting the significant impact of fractures on partially saturated rock formations.
They emphasized directional variations in resistivity within fractured samples and concluded
that conventional methods may not accurately determine the saturation index in fractured
reservoirs, necessitating the consideration of fracture characteristics. Wang et al. [26] established
a stratigraphic fracture model for shale reservoirs using the finite element method and digital
core analysis. Their study evaluated the effect of different fracture characteristics on bi-lateral
logging responses, providing insights into the relationship between fracture parameters and
resistivity for evaluating shale fractures. Kim et al. [27] proposed a new theoretical evaluation
method for determining cylindrical core samples, including a theoretical framework for
perimeter electrode setup and verification through finite element numerical simulations.
Despite these notable advancements, the resistivity response measured using the instru-
ment is influenced by numerous factors (for example, instrument type, surrounding rock
pressure, mud filtrate, temperature, etc.), both in numerical simulations and actual field
logging data [28]. For the core with cracks, the current research is mostly aimed at a single
crack, and it is considered that the crack’s length, width, and angle significantly affect the
core resistivity. For the core of two complex fractures, there is little literature to conduct
separate research and exploration, especially to discuss the influence of core resistivity
when the angle of the two fractures changes. Such a comprehensive investigation would
greatly enhance our understanding of fractured reservoirs and inform future exploration
and development endeavors.

Therefore, considering the obvious influence of fractures on core resistivity, this study
is guided by the theory of a stable current field and uses the full-diameter granite core
with fractures as a model through the finite element method. Numerical simulations of
the resistivity response of the single-fractured and complex-fractured granite core are
carried out, respectively. Considering the multiple parameters of the fracture itself and the
formation, these parameters include the matrix resistivity of the reservoir lithology, the
resistivity of the mud filtrate, and the angle, length, and width of the fracture. Moreover,
we explored the mechanism of the change in the resistivity response of the fracture core and
summarized its change law. These mechanisms and conclusions can provide a reference
and theoretical basis for the oil and gas interpretation of fractured reservoirs based on
logging data. Especially for complex fractured reservoirs, the model can calculate fracture
parameters more accurately and judge the physical changes in the formation corresponding
to the change in resistivity, which has engineering guiding significance.

2. Methods and Principles
2.1. Fundamentals of Finite Element Theory

The finite element method (FEM) can be used to solve the approximate solution of
the boundary value problem of partial differential equations. The basic idea of the finite
element principle is to divide a continuous structure into a finite number of small elements
and use a set of simple functions within each small element to approximately describe the
behavior of the structure. The analytical results of the whole structure are finally obtained
by decomposing the whole structure into a finite number of small elements and then
analyzing each small element.
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In the finite element boundary value problem, it is defined that there are control
differential equations and boundary conditions in the solution region [29]:

Lo =f 1)

where L is the differential operator, ® is the variable to be solved, and f is the source
of excitation.

The Ritz and Galerkin methods are mainly used to solve boundary value problems [30-32].
The basic principle of the Ritz method is that the boundary value problem is expressed using
a function. The minimum value of the function corresponds to the governing differential
equation of the given boundary condition, and the solution of the equation is approximately
obtained by solving the minimum value of the function. The Galerkin method is a weak-
form solution, which transforms the partial differential equation into a weak form and then
uses the weighted residual method to obtain an approximate solution. In this study, the
Ritz method is used to solve the problem.

The finite element analysis process entails several key steps, beginning with establish-
ing a geometric model and subdivision of the structure or region into a finite number of
small elements, known as finite elements. Subsequently, the constraints of each node are
determined based on the boundary conditions of the actual problem, encompassing aspects
such as displacement and force constraints. This forms the foundation of the finite element
model, where a suitable mathematical model and equation are selected to accurately de-
scribe the problem at hand, taking into account material parameters and loading conditions.
Once the model is established, the equations representing the problem are systematically
solved, yielding crucial information such as displacement, stress, and temperature at the
nodes. This enables the derivation of analytical results for the problem under consideration.
It is imperative to subject the calculation results to thorough verification and optimization,
ensuring that the model and parameters are fine-tuned and resolved to uphold the accuracy
and reliability of the obtained results. This iterative process serves to validate the analytical
outcomes, ultimately enhancing their robustness and applicability.

2.2. The Basic Equation of a Stable Current Field

The stable current field refers to the electric field in which the strength and distribution
of the current do not change with time. The current intensity is defined as the amount of
electricity flowing through a certain section in a unit of time. The current intensity is also
called current, expressed by I (Equation (2)):

dq
I = o )

Current density: The current density is a vector used to describe the physical quantity
of the current intensity and flow direction at a certain point in the circuit. Its size is the
amount of charge that vertically passes through the unit area in unit time. The direction
is the direction of movement of the positive charge, represented by ], and the interna-
tional unit is ampere per square meter (A/m?). The current density can be approximately
proportional to the electric field, that is

J=0E=E/R 3)

where ¢ is the conductivity reciprocal of the resistivity, E is the electric field, and R is
the resistivity.
Therefore, the current intensity dI passing through any directed area element dS can
be expressed as:
dl =] xdS 4)

The current I through any section S is the integral of 41 on the section S:

I:/]de 5)

S
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The stable current field is similar to the electrostatic field, and its electric field strength E and
potential u satisfy the following relationship:

E = —grad(u) (6)

2.3. Simulation Principle and Model Construction of Core Resistivity Response

In conjunction with the density and occurrence characteristics of fractures within the
formation, our study delved into numerical simulations of single and complex fractures
(namely double fractures). A three-dimensional model of a full-diameter core replete
with cracks was employed for the former. In contrast, the simulation of complex joints
encompassed both parallel and cross-joint cases. It is worth noting that due to the substan-
tial computational power required for simulating complex fractures, it is often difficult
to meet such demands using conventional computer technology. As an alternative, a
two-dimensional model may be constructed to substantially reduce the computational load
without compromising the reliability of our findings.

Conventionally, core resistivity measurement involves the usage of a cylindrical core,
whereby power supply and receiving electrodes are attached at both ends of the core. By
measuring the total current intensity flowing through the core as well as the potential
difference (voltage) at both ends, the resistance can be calculated and, subsequently, the
resistivity of the core is derived using Equation (7):

p=Kkx %
I
where p is the core resistivity; K = % is the conversion coefficient; S is the core cross-
sectional area, cm?; L is the core length, cm; U is the voltage applied at both ends of the
core; and [ is the total current flowing through the core.

The measurement of core resistivity uses the electrode method. This method is the
same as the conventional rock electrical experiment method. The core size is larger and
larger, and it is generally a full-diameter core. This study simulates the full-diameter
core resistivity measurement of the electrode method. According to the principle of core
resistivity measurement and quasi-static electric field theory, the definite solution problem
of the scalar potential field in the core area can be obtained:

dy dy du\ _
u ‘x:O: 6 (8)
u ‘x:L: Vo

where V} is the voltage of the power supply electrode, V; o is the core conductivity, and its
o1, Conductivity of fracture filling medium
02, Rock resistivity '

For the basic model, the model length of the given core is 10 cm, and the diameter
of the core is 7.5 cm. Combined with the characteristics of granite, the matrix resistivity
is set to 1000 (dm, and the initial mud filtrate resistivity is set to 0.1 (dm. The basic model
uses the tetrahedral element, the solution space is meshed, and the corresponding potential
distribution map is given. The schematic diagram of the single-fracture core model is
shown in Figure 1.

The complex fracture model under investigation presents an intriguing scenario
involving the consideration of two cracks. Moreover, we explore two distinct cases based
on the relative position of these cracks, each offering unique insights into fracture behavior.
The first case involves parallel cracks, as visually depicted in Figure 2, while the second case
features intersecting cracks, as illustrated in Figure 3. To further delve into the simulation
of intersecting cracks, this study explores two additional scenarios: one focuses on fixing
one crack at a specific level, altering only the angle between the other crack and the central
one, while the other scenario initiates with an initial dip angle for one crack, subsequently
modifying the angle between the two cracks.

spatial distribution is o = {
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Figure 1. The single-fracture core model solves the regional grid subdivision results.
(a) Three-dimensional core model; (b) grid subdivision diagram; and (c) potential distribution map.
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Figure 2. The parallel fractures core model solves the regional grid subdivision results.
(a) Three-dimensional core model; (b) grid subdivision diagram; and (c) potential distribution
map (Different colors represent different potential differences).
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Figure 3. Model sketch of intersecting fractures. (a) Cross-seam example; (b) grid subdivision results;
and (c) potential distribution diagram (Different colors represent different potential differences).
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With careful attention to detail, numerical simulations were diligently performed for
both the single-slit and complex-slit models. By meticulously analyzing the outcomes of
these simulations, we aim to unravel the intricate dynamics of fractured formations and
gain profound insights into their behavior.

The flow chart of this study is shown in Figure 4. Firstly, based on the finite element
method of the stabilized current field, the single-fracture full-diameter core model and the
double-fracture full-diameter core model were established, respectively.
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‘ Finite Element Method of Steady Current Field ‘
Establishment of three-dimensional full- Establishment of two-dimensional full-
diameter core model with single fracture diameter core model with complex fractures
‘ Effect of fracture width on core resistivity ‘ Parallel fractures Intersecting fractures
s a Effect of angle on core resistivity in Effect of angle in Intersecting
‘ Effect of fracture angle on core resistivity }—’ parallel fractures fracture on core resistivity
‘ Change the dip angle of a fracture ‘
Effect of fracture length on core resistivity ‘
‘ Change the dip angle of two fractures
|

Effect of matrix resistivity on core resistivity ‘ ‘ The influence of mud filtrate resistivity on core resistivity

Summarize the variation law of core resistivity response

Figure 4. The research process diagram of this study.

In the second step, the effects of the fracture angle, width, and length on the core
resistivity were investigated for the core with a single fracture.

In the third step, for the core with a double fracture, the effects of the core resistivity
were investigated for the two cases: for the parallel fracture with different fracture an-
gles and the intersecting fractures and the effect of two fractures with different angular
relationships on core resistivity.

Finally, the effects of matrix resistivity and mud filtrate resistivity on core resistivity
were investigated to summarize the laws of the above research contents and clarify the
research’s practical significance.

3. Results
3.1. The Resistivity Response Mechanism of a Single-Fracture Model
3.1.1. Core Resistivity Response Characteristics of Different Fracture Widths and Angles

For the influence of fracture width, the response of core resistivity is simulated when
the fracture of different angles is close to the source and the fracture width is changed.
The process is as follows: add 1A current source to the upper end of the core model, and
the lower end is grounded (0 V). The voltage difference of the source surface is measured
for each set of fracture parameters, and the core resistivity is calculated using Ohm’s law.
Considering different fracture dip angles, the corresponding core resistivity changes when
the fracture width changes from 100 pm to 1000 um are simulated. The results are shown
in Figure 5. With the increase in the fracture dip angle, the resistivity of the core decreases.
Compared with the low-angle fracture, the influence of changing the fracture width on
the resistivity of the core is relatively large. When the high-angle fracture and the fracture
width are within 400 pm, the response of the core resistivity changes the most.
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Figure 5. The relationship between the resistivity of the core and the width of the fracture under
different fracture angles.

In exploring the impact of fracture angles on core resistivity response, a series of
calculations were conducted by varying the fracture angle across different fracture widths.
The dynamic shift in fracture angle is meticulously illustrated in Figure 6, offering a
visual representation of the evolving characteristics. Accompanying this analysis, Figure 7
provides the potential distribution diagrams corresponding to various fracture angles,
shedding light on the intricate relationship between geometry and resistivity response.
Figure 8 showcases the calculated outcomes of core resistivity in response to changes in
fracture angle, unveiling compelling insights into this phenomenon. Our analysis reveals a
clear trend: as the fracture dip angle increases, core resistivity demonstrates a decreasing
trend. Furthermore, as the fracture width expands, there is a corresponding decrease
in core resistivity, albeit with a relatively modest range of change, aligning closely with
the patterns observed in Figure 5. Delving deeper into the nuances of fracture angles,
our findings unveil intriguing patterns. In fractures characterized by low angles (0-30°),
variations in core resistivity remain minimal across different fracture widths, with decreases
of less than 10%. Conversely, high-angle fractures (60-90°) exhibit a gradual stabilization
in core resistivity reduction. Notably, the transition from low to high angles (30-60°)
elicits the most substantial decrease in core resistivity, indicating heightened sensitivity of
resistivity to changes in angle orientation. These findings underscore the intricate interplay
between fracture characteristics and core resistivity dynamics, enriching our understanding
of subsurface formations.

Figure 6. Schematic diagram of different fracture angle models.
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60° 90°

Figure 7. The potential distribution diagram of different fracture angle models (Different colors
represent different potential differences).
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Figure 8. The relationship between the resistivity of the core and the fracture angle under different
fracture widths.

3.1.2. Core Resistivity Response Characteristics of Fracture Length

In addition to considering the width and angle of the fracture, it is also necessary
to consider the influence of the length of the fracture on the core resistivity. In the basic
model, the models with fracture lengths of 4.5 cm, 5.5 cm, 6.5 cm, 7.5 cm, and 8.5 cm are
constructed, respectively. The results for resistivity changes are shown in Figure 9. The
analysis shows that, with an increase in fracture length, the core resistivity decreases, but
when the fracture angle is 0°, that is, when the horizontal fracture is changed, the length of
the fracture has the least influence on the core resistivity. When the fracture angle is vertical
(the fracture angle is 90°), the length of the fracture has the greatest influence on the core
resistivity. With the increase in the fracture angle, the influence of the fracture length on the
core resistivity gradually increases.
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Figure 9. The relationship between the resistivity of the core and the length of the fracture at different
fracture angles.

3.1.3. Core Resistivity Response Characteristics of Mud Resistivity

The influence of different mud types on core resistivity was also analyzed for mud
types with different salinity. For fractures with different angles, the core resistivity response
characteristics of mud resistivity are simulated by changing the mud resistivity at the
fracture position, as shown in Figure 10. The results show that the resistivity of low-angle
fractured cores is not sensitive to the change in mud resistivity. The increased fracture
angle makes the core resistivity more sensitive to the mud resistivity. The resistivity of
high-angle fractured cores increases significantly with the increase in mud resistivity. In
the non-logarithmic scale diagram, it can be found that, the higher the fracture angle, the
greater the degree of influence. The change in mud resistivity is not a simple linear change
for the same angle of fracture.

b er s - $ =
._-—.—-0‘-’—‘—_———_——'— — e ()°

-~ —=— 15°
= 1 ——) N
G _ 30
= T —0— 45°
£ ——co
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- ) —— 5()°
o —e
o
Q

T

0 01 02 03 04 05 06 07 08
Mud resistivity (Qm)

600

Figure 10. The relationship between the resistivity of the core and the resistivity of the mud at
different fracture angles.

3.2. Resistivity Response Mechanism of Complex Fracture Model
3.2.1. Core Resistivity Response Characteristics of Parallel Fractures

The initial simulation in our investigation addresses the complex fracture scenario
involving two parallel fractures. Within this simulation, we systematically vary the dip
angle of the fractures from 15° to 90°, with a step size of 15°. Notably, the dip angle
is defined as the angle between the horizontal line and the upper crack. Readers can
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refer to Figures 6 and 7, which show a schematic diagram of the seven dip angles. It
is imperative to note that when the angle exceeds 90°, the crack assumes a symmetrical
shape relative to the angle preceding 90°, thus warranting exclusive consideration of
angles within 90°. Furthermore, the simulation encompasses a range of fracture widths,
specifically 100 um, 200 pm, 400 um, 600 pm, 800 um, and 1000 um. The results are
presented in Figure 11. Our analysis unveils a consistent decrease in core resistivity with
increasing fracture angle. Notably, within the 30-60° interval of fracture dip angle, the
core resistivity exhibits the most significant variation. Beyond a 60° angle, the resistivity
demonstrates a tendency toward stabilization. Additionally, as fracture width increases,
there is a discernible decrease in core resistivity, albeit with a minimal magnitude of change.

1000 -

100
w—0.1Mmm
0.2mm
0.4mm
0.6mm
10
= 0.8mm

— MM

Forward resistivity (Q'm)

15° 30° 45° 60° 75° 90°

Crack angle

Figure 11. The relationship between the resistivity of the core and the fracture angle under different
fracture widths in the parallel fracture model.

3.2.2. Core Resistivity Response Characteristics of Intersecting Fractures

For the simulation of cross cracks, the first is to consider different crack widths, fix one of
the crack levels, and realize the simulation of mesh cracks by changing the angle between
another crack and the middle crack. The calculation formula of resistivity is as follows:

R=U/]%S (9)

However, considering that the complex seam is simulated in a two-dimensional case,
that is, because the area S in Equation (9) does not exist, the coefficient S that does not exist
needs to be calibrated. The calibration method adopted by S is to remove the crack, known
potential, and resistance (the resistance is the established matrix resistivity); a certain
current value can be obtained, and then the current value and the current density are
divided, and the coefficient between the two is calculated, which is the coefficient to be
calibrated. Combined with the matrix resistivity of 1000 (dm in the simulation of this
study, the calibrations of 0.001, 0.1, 10, and 1000 Qdm were carried out, and the calibration
coefficient in a range was obtained (Table 1). It should be noted that the selection of
this value is based on the resistivity of the mud filtrate and the resistivity of the matrix.
This calibration method is a geometric simplification method. According to the cross-slit
experiments at different angles, it is found that the change in the angle in the core is actually
a reflection of the change in the volume of the fluid. Therefore, the coefficient can be used
to simplify the volume change, and the purpose is to extract the resistivity calculation
formula of the complex seam.

It can be determined that the calculation coefficient of the matrix resistivity of
1000 Oim is 0.08, which can be substituted into Equation (9) to calculate the resistivity, and thus
the relationship diagram, as shown in Figure 12, is obtained: as the angle increases, the core
resistivity decreases. The attenuation amplitude of the core resistivity within the angle of less
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than 45° is significantly higher than that of the angle of more than 45°. The attenuation
of the resistivity is the largest when the angle is between 30° and 45°. When the angle is
greater than 75°, the attenuation of the core resistivity is the smallest. The core resistivity
is the smallest for the same fracture width when the angle is 90°. As the fracture width
increases, the core resistivity decreases relatively.

Table 1. Coefficient calibration statistical table.

u R I ] Coefficient
100 0.001 100,000 1,250,000 0.08
100 0.1 1000 12,500 0.08
100 10 10 125 0.08
100 1000 0.1 1.25 0.08

1000

100

0.1mm
* 0.2mm
0.4mm

10 0.6mm

* 0.8Smm

Forward resistivity (Q-m)

Imm

15° 30° 45° 60° 752 90°

Crack angle

Figure 12. The plotted relationship between the resistivity of the core and the angle of the fracture
under different fracture widths in the mesh fracture model with a fixed fracture level.

This study also simulated a given initial dip angle of a crack and then changed the angle
of the two cracks. Because the simulated matrix resistivity does not change, the calibrated
coefficient in Table 1 can still be used. In this simulation, the initial inclination angle is 30° and
60°, the corresponding angle is 15-165°, with 15° as the change step, and the crack width is
100 um, 200 pum, 400 pm, 600 pm, 800 um, and 1000 pum. The matrix resistivity is still 1000 Om,
and the mud filtrate resistivity is 0.1 (Om. The simulation results are shown in Figure 13 when
the initial inclination angles are 30° and 60°. For the initial dip angle of 30° (Figure 13a), when
the angle is between 15° and 105°, the core resistivity changes with 60° as the symmetry
center. When the angle is greater than 75°, the core resistivity continues to increase with
the increase in the angle, and between 105° and 120°, the core resistivity increases sharply.
For the initial dip angle of 60° (Figure 13b), the core resistivity shows obvious fluctuation
changes, and the core resistivity changes in the angle range of 75-90° and 150-165° are the
most obvious compared with other angles. The change in core resistivity in the range of
75-165° is symmetrical. Similarly, with the increase in fracture width, the change range of core
resistivity decreases. It should be noted that when the initial dip angle is 60°, the resistivity
curve of the core resistivity with the angle is symmetrical when the angle is 75-160°. Then, if
one of the two fractures is vertical, the resistivity curve changes with the angle of 90° as the
symmetry center. As the angle increases, the core resistivity increases first and then decreases,
showing a symmetrical change.
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Figure 13. The relationship between the resistivity of the core and the angle of the fracture under
different fracture widths in the mesh fracture model under different initial dip angles. (a) The initial
inclination angle is 30°; (b) the initial inclination angle is 60°.

In the realm of core resistivity analysis, the presence of a crack introduces an angle
parameter ranging from 0 to 90°. Notably, when considering a uniform mud filtrate
composition, core resistivity exhibits a gradual decline with increasing crack angle. This
observed trend holds true for both single fractures and parallel fractures, highlighting a
consistent behavior across varying fracture configurations. However, the dynamics shift
when examining cross fractures, where core resistivity modulation is contingent upon
the geometric relationship between the two fractures. Specifically, a notable decrease
in core resistivity is observed in scenarios featuring high-angle fractures on both planes.
Furthermore, when the sum of the dip angles of the two fractures totals less than 180°,
a distinct pattern emerges: the core resistivity diminishes as the combined dip angles
increase. This intricate interplay underscores the nuanced influence of fracture orientation
on core resistivity responses, shedding light on the complex interactions within subsurface
formations and their electrical properties.

4. Discussion
4.1. The Difference between Core Resistivity and Logging Resistivity

There is a difference between the response of core resistivity and the response of
actual logging resistivity. The measurement angle of core resistivity is 90° different from
the logging angle. As shown in Figure 14, the logging data correspond to the radial
direction (Figure 14a), while the core resistivity is vertical (Figure 14b); that is, there is a
difference of 90° between the simulation results and the response of logging data. For the
response of logging data, taking a single fracture as an example, the resistivity response
increases with the increase in fracture angle, and the corresponding core resistivity is a
low-angle fracture, which is also consistent [33]. For the solution of fracture angle, many
scholars use dual laterolog data. The research results show that for a single fracture,
this method can distinguish the angle categories of fractures without considering mud
invasion [21,26]. However, there are multiple solutions for multiple cracks, especially when
the angle between the two cracks is large. In the actual logging data, the fractured reservoir
is obviously affected by the invasion. Therefore, when using the dual laterolog data to
calculate the fracture angle, it is also necessary to analyze whether the formation is invaded.
Considering the gap between drilling time and logging time, the larger the porosity is, the
more developed the fracture is, the faster the invasion is, the deeper the depth is, and the
more obviously the resistivity logging formation is invaded.
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Figure 14. Logging data and core resistivity measurement diagram. (a) Logging data measurement
diagram (The black arrow represents the direction of the resistivity logging measurement.); (b) core
resistivity measurement diagram.

4.2. The Core Resistivity Response of The Cross Fracture Is Affected by the Background Value of the
Matrix and the Resistivity of the Mud

For complex reservoirs, there are also differences in rock mineral content. For different
lithologies, resistivity logging response will also be affected. Therefore, it is considered
to be studied by changing the matrix resistivity in the simulation. Based on the mesh
fracture model with an initial dip angle of 60°, the matrix resistivity of 1000 Om is changed
to the matrix resistivity of 450 (dm, and then the simulation is carried out to explore the
response law of the fracture angle and the fracture width to the core resistivity under the
change in the matrix resistivity. The results are shown in Figure 15. Through comparative
analysis, the simulation results of the matrix resistivity of 450 ()m are the same as those of
the matrix resistivity of 1000 Om, but there is a numerical difference in the measured core
resistivity in the two cases. The difference in core resistivity in different angle fractures is
different. For the same angle, the larger the fracture width, the smaller the influence of
matrix resistivity change on core resistivity. On the contrary, the smaller the fracture width,
the more sensitive to the change in matrix resistivity. Therefore, when using dual laterolog
resistivity to solve the fracture angle, in addition to considering the influence of invasion, it
is also necessary to consider the lithology of the reservoir. The conductivity difference of
different lithologies will also affect the reliability of the calculation results.
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Figure 15. Comparison of mesh fracture simulation results under different matrix resistivity conditions.
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Similarly, the resistivity of the mud will also have an impact on the measurement of
core resistivity. For the mesh fracture model with an initial dip angle of 60°, the resistivity
of the set 0.1 (Om mud is changed to 0.5 (dm, and the mesh fracture model is explored. In
the case of changes in mud resistivity, the response of fracture angle and fracture width
changes the core resistivity. Considering that the matrix resistivity of this simulation is
1000 Om, the resistivity calculation coefficient of 0.08 calibrated by the previous matrix
1000 Om can be used to calculate the resistivity of this simulation. The results obtained
are compared with the simulation results of the mesh fracture with the initial dip angle of
60° and the mud resistivity of 0.1 Qm (Figure 16). The overall law and change trend is the
same as that of the mud resistivity of 0.1 (dm, without any change, and the core resistivity
value increases in multiples; when the mud resistivity increases from 0.1 Om to 0.5 Om,
the corresponding core resistivity increases with the increase in fracture width, but it is not
five times, which is different due to the change in fracture angle. The influence of mud
resistivity change on core resistivity has a greater relationship with fracture width and a
smaller relationship with fracture angle.
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Figure 16. The comparison diagram shows the simulation results of the mesh seam under different
mud filtrate resistivity conditions.

4.3. The Contribution of This Study and the Limitations of the Research

This work studies and summarizes the influence of a single fracture and two fractures
on core resistivity when the fracture angle, width, and length change. Compared with
previous studies, most research has been conducted from the perspective of logging, and
analysis of the core is relatively rare.

Compared with previous work, this research studies the factors that can affect the
resistivity of fractured cores, especially in the case of two fractures. The results also show
that when there is only one fracture, the dual laterolog resistivity can be used to calculate
the fracture angle, but when there are two non-parallel fractures, the traditional calculation
method is not applicable. This study reveals this phenomenon through the results of
numerical simulation. The same resistivity will correspond to different fracture angles, and
it is difficult to determine the specific occurrence of the two fractures. At the same time,
for different lithologies, the fracture angle is demonstrated by changing the resistivity of
the matrix, which also shows the complexity of the fractured reservoir and needs to be
simulated in combination with the actual work area background.

The work of this study also provides a theoretical basis for the interpretation of the
oilfield site. For the fractured reservoir, the change in resistivity will be affected by the
fracture. The results show that the angle of the fracture has the most obvious influence on
the core resistivity, and the fracture angle also has an effect on the reservoir permeability.
The results of this study provide more possibilities for the logging interpretation of fractured
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reservoirs and a further accurate understanding of resistivity logging. It is also helpful
for saturation evaluation. After the fracture information is clarified, the correction model
of the saturation calculation method can be determined according to the actual situation.
The influence of fractures on the cementation index or the coefficient in the conductivity
efficiency model can be further studied to improve the accuracy of reservoir evaluation
and provide a theoretical basis and model support for the formulation of subsequent
development plans.

The work of Reference [20] is aimed at the measurement of core resistivity, but it is
aimed at the influence of the measurement method on resistivity response. In the study, the
resistivity measurement of different fractured cores is carried out using the same method,
aiming to reveal the influence of fractures on core resistivity. However, for the form of
numerical simulation and the content of the study, the intersection point of the cross
fracture is located in the center of the fracture, which is different from the corresponding
situation of the actual logging data measurement. Therefore, the trend is usually consistent
in the application of the research conclusion, and additional correction is needed. In the
face of the actual data of the fracture development zone, there will be differences between
the quantitative calculation results and the actual data. The research is mainly based on
theoretical work and explores the influence of fracture parameters on core resistivity. In
practical work, resistivity logging is affected by many factors, which is also supplemented
in the introduction. At present, the fractured reservoir is extremely complex, and it is
difficult to link the two. With the development and maturity of digital core technology, the
characterization of fractures will gradually be refined [4,34].

5. Recommendations

For the actual field operation, the research results of this paper prove that it is feasible
to use the dual laterolog resistivity to calculate the fracture angle for a single fracture, but
for two fractures, there will be multiple solutions, which also shows that the fieldwork
needs to consider the number of fractures when calculating the fracture angle, rather than
calculating the dip angle only by resistivity logging. The results of this study can also
provide suggestions for on-site work:

1.  For fractured reservoirs, especially igneous reservoirs, imaging logging is necessary
because when the fractures are crossed and irregular, using the resistivity method to
determine the fracture occurrence is unreliable, and there are multiple solutions. At
this time, imaging logging can be used to solve the fracture parameters finely, which
provides more reliable data support for the subsequent calculation of permeability
and saturation.

2. The discussion part of Reference [6] reveals the influence of the invasion phenomenon
on resistivity measurement, and the fractured reservoir is more obviously affected by
the invasion. In order to ensure the reliability of resistivity logging response value, the
interval between drilling time and logging time should be shortened as much as possible.

3. The calculation of permeability can be corrected by referring to the angle of fracture, and
the permeability model can be corrected according to the actual working area and the
research results of this study, which can improve the reliability of reservoir evaluation.

6. Conclusions

This study used the finite element method to conduct numerical simulations of core
resistivity responses in single-crack and complex-crack configurations. Using full-diameter
cores containing cracks as models, we comprehensively considered various parameters re-
lated to the cracks and subsurface formations. Our results demonstrate that the inclination
angle, width, and length significantly affect core resistivity for single cracks. An increase
in crack angle under typical background values of resistivity and mud filtration leads to
a decrease in core resistivity, whereas increasing crack width and length has the opposite
effect. Moreover, there is a 90° difference between core resistivity and resistivity logging
response, whereby an increase in fracture angle corresponds to a decrease in core resistivity
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but an increase in resistivity logging response. When two cracks are parallel for complex
fractures, the pattern of core resistivity change mirrors that of a single crack. However,
in cross fractures, the position of the two cracks plays a more prominent role than crack
width and length in determining core resistivity. Calculating the crack angle using bilateral
resistivity may lead to polytropic results, making it challenging to accurately determine the
crack angle. Additionally, the resistivity response to varying lithology and mud filtrate is
nonlinearly correlated with fracture production, necessitating the integration of fracture
parameterization with actual logging responses to account for different geological back-
grounds. The research results of this study show the influence of complex fractures on
resistivity logging results and prove that, for a single fracture, the dual laterolog method
can be used to calculate the fracture angle. At the same time, it shows that the traditional
method has multiple solutions when calculating the angle of cross fractures, which provides
a new idea for field interpretation in the face of abnormal resistivity changes. Our research
provides a reference and theoretical basis for interpreting hydrocarbon content in fractured
reservoirs based on logging data.
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