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Abstract: The measurement of the ground forces on a real structure or mechanism in operation can
be time-consuming and expensive, particularly when production cannot be halted to install sensors.
In cases in which disassembling the parts of the system to accommodate sensor installation is neither
feasible nor desirable, observing the structure or mechanism in operation and quickly deducing
its force trends would facilitate monitoring activities in industrial processes. This opportunity
is gradually becoming a reality thanks to the coupling of artificial intelligence (AI) with design
techniques such as the finite element and multi-body methods. Properly trained inferential models
could make it possible to study the dynamic behavior of real systems and mechanisms in operation
simply by observing them in real time through a camera, and they could become valuable tools for
investigation during the operation of machinery and devices without the use of additional sensors,
which are difficult to use and install. In this paper, the idea presented is developed and applied to a
simple mechanism for which the reaction forces during operating conditions are to be determined.
This paper explores the implementation of an innovative vision-based virtual sensor that, through
data-driven training, is able to emulate traditional sensing solutions for the estimation of reaction
forces. The virtual sensor and relative inferential model is validated in a scenario as close to the real
world as possible, taking into account interfering inputs that add to the measurement uncertainty,
as in a real-world measurement scenario. The results indicate that the proposed model has great
robustness and accuracy, as evidenced by the low RMSE values in predicting the reaction forces.
This demonstrates the model’s effectiveness in reproducing real-world scenarios, highlighting its
potential in the real-time estimation of ground reaction forces in industrial settings. The success of this
vision-based virtual sensor model opens new avenues for more robust, accurate, and cost-effective
solutions for force estimation, addressing the challenges of uncertainty and the limitations of physical
sensor deployment.

Keywords: virtual sensors; measurement uncertainties; artificial intelligence; multi-body; dynamic analysis

1. Introduction

In recent years, the Internet of Things (IoT) has paved the way for new methods of
obtaining and processing large amounts of data, playing a crucial role in a variety of appli-
cations, such as mobility, industrial automation, and smart manufacturing. The necessity
for a large number of sensors to monitor crucial production variables in order to ensure
consistent product quality and optimize energy consumption [1] has caused the emergence
of virtual sensors, software-based models that emulate the functioning of physical sensors.
The main advantage of virtual sensors is related to their cost-effectiveness, gaining an
advantage especially in those cases where the installation and maintenance of physical
sensors is difficult and expensive [2,3]. The flexibility of virtual sensors, which are easily
adaptable to different process conditions and environments, makes them easy to integrate
into industrial settings with different aims, ranging from predictive maintenance [4] to
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process optimization [5]. Generally, soft sensors are divided into two categories: those
based on mathematical models and those based on data-driven methods. The foundational
concept of virtual sensors originates from the utilization of mathematical models to estimate
critical quantities, without direct measurement. Hu et al. extrapolated the force exerted at
the catheter tip within the human body with a mathematical model, exploiting a sensor
positioned on the exterior of the catheter tube [6]. In recent years, with the advent of new
technologies that provide enhanced data storage capabilities, data-driven methods have
gained significant attention thanks to the development of new machine learning algorithms
[7,8]. This innovative data-driven approach offers a new, effective means of obtaining
accurate readings along the entire processing chain, without installing expensive hardware,
providing an effective tool for the online estimation of quantities that are important but
difficult to measure with traditional sensors. A clear example of a data-driven virtual sensor
is presented by Sabanovic et al. in their work, where different architectures of artificial
neural networks are exploited to estimate vertical acceleration in vehicle suspension [9].
Leveraging technological advancements in computational power and increasingly efficient
algorithms, recent developments have paved the way for the use of vision-based virtual
sensors (i.e., based on image analysis). Indeed, the use of cameras, even across various spec-
tral ranges, allows for real-time information gathering in a non-invasive manner, enabling
installation and data acquisition even on pre-existing structures that were not designed
for the use of physical sensors. Moreover, the extreme versatility of these systems allows
for their use remotely or in dangerous or hard-to-reach situations (i.e., through the use of
robots or unmanned aerial vehicles (UAVs) [10]). Byun et al. introduce a methodology
for the use of image-based virtual vibration measurement sensors to monitor vibration in
structures, offering an alternative to traditional accelerometers [11]. Wang et al. introduce
a model-based approach for the design of virtual binocular vision systems using a single
camera and mirrors to improve the 3D haptic perception in robotics [12]. Ogren et al.
develop vision-based virtual sensors with the aim of estimating the equivalence ratio and
concentration of major species in biomass gasification reactors, using image processing
techniques and regression models on real-time light reaction zone image data, demonstrat-
ing the applicability and effectiveness of vision-based monitoring for process control in
a complex industrial setting [13]. Alarcon et al. discuss the integration of Industry 4.0
technologies into fermentation processes by implementing complex culture conditions that
traditional technologies cannot achieve. In this context, computer vision techniques are
exploited to develop a virtual sensor to detect the end of the growth phase and a supervi-
sory system to monitor and control the process remotely [14]. There are many cases found
in the literature related to the use of virtual sensors to measure forces. Physics-informed
neural networks (PINNSs) are used to estimate equivalent forces and calculate full-field
structural responses, demonstrating high accuracy under various loading conditions and
offering a promising tool for structural health monitoring [15]. Marban et al. introduce a
model based on a recurrent and convolutional neural network for the sensor-less force mea-
surement of the interaction forces in a robotic surgical application. Using video sequences
and surgical instrument data, the model estimates the forces applied during surgical tasks,
improving the haptic feedback in minimally invasive robot-assisted surgery [16]. Ko et
al. developed a vision-based system to estimate the interaction forces between the robot
grip and objects by combining RGB-D images, robot positions, and motor currents. By
incorporating proprioceptive feedback with visual data, the proposed model achieves
high accuracy in force estimation [17]. In the context of smart manufacturing, Chen et
al. develop a real-time milling force monitoring system, using sensory data to accurately
estimate the forces involved in the process, thus enabling real-time adjustment to optimize
the cutting operation [18]. Bakhshandeh et al. propose a digital-twin-assisted system for
machining process monitoring and control. Virtual models, integrated with real-time sensor
data, are used to measure the cutting forces, enabling adaptive control, anomaly detection, and
precision applications without physical sensors [19].
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1.1. Novel Work and Motivation

In this research, we intend to demonstrate that properly trained inferential models
have the potential to revolutionize the study of the dynamic behavior of real systems
and mechanisms. By exploiting virtual sensing techniques, we intend to observe these
systems in operation in real time through a camera, eliminating the need for additional,
often bulky and difficult-to-install sensors. Our goal is to validate this approach using a
simple mechanism as a test case, illustrating how these models can become valuable tools
in studying the operation of machinery and devices with ease, efficiency, and robustness.
This study is intended to explore the feasibility and effectiveness of inferential models in
capturing and analyzing the complex dynamics of mechanical systems, paving the way for
their widespread application in industry. Even in the case in which accurate multi-body
models or digital twins of the mechanism are available, delivering real-time input to these
models can be challenging. Simulating the actual scenario for a multi-body model requires
knowledge of the actual motion of law and demands significant computational effort,
especially in the case of very complex models. The measurement of the motion law is easy
in the case of synchronous motors since their speed is correlated to the frequency of the
AC power supply and the number of poles of the motor itself. However, in an industrial
context, asynchronous motors are frequently used, and the measurement of their speed
is not straightforward. External sensors such as encoders become necessary, demanding
both excessive time and high costs for their installation. Our research investigates the
implementation of an innovative vision-based virtual sensor that, through data-driven
training, is able to emulate traditional sensing solutions for the estimation of reaction forces.
The implemented virtual sensor and related multi-layer perceptron (MLP) architecture are
trained and tested using a simple mechanism, exploiting a multi-body model. The first
model is trained with the ideal inputs and outputs, while the second is instead trained on a
dataset that takes into account the uncertainty in the measurement of the input quantities
(i.e., closely replicating a real-world scenario). The developed models are tested with new
and unobserved trajectories to further assess their effectiveness and robustness.

The motivation behind our study lies in the challenge of studying the dynamics
of operational machines that lack installed sensors. In many cases, halting production
for the installation of sensors is impractical and time-consuming, despite the potential
benefits in terms of analysis, control, and overall system reliability. The interest in exploring
non-invasive alternatives, to obtain accurate estimations of machine behavior without
disrupting ongoing operations, drove us to implement a specific virtual sensor for the
estimation of ground reaction forces in industrial machines.

The concept revolves around exploiting verified multi-body models of machines to
train Al-based virtual sensors. These sensors can then be employed to gather real-time
information by processing data from cameras, eliminating the need for physical force
sensors. Our aim is to develop a robust method that enables the generation of virtual
sensors capable of providing valuable insights into the dynamics of existing operational
machines. Our approach is well suited for the real-time estimation of forces and other
relevant values and it accounts for the variability introduced by various factors, such as the
camera positioning, significantly enhancing the reliability and robustness of the sensor. In
summary, our study paves the way for the establishment of a robust framework for the
creation of virtual sensors that can monitor and gauge the condition of moving machines
solely by visually observing them.

1.2. Contribution

The contribution of our work to the existing body of knowledge lies in the development
and application of a vision-based virtual sensor, in the context of industrial processes and
mechanical systems. The main key points of our study are the following.

¢  This paper introduces a non-invasive virtual sensor as an alternative to traditional
sensing systems, using cameras and leveraging data-driven inferential models to
measure the forces involved in a mechanism.
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e The exploitation of the proposed vision-based virtual sensor is an efficient solution
in reducing the need for external sensors like force transducers or encoders, whose
installation is often time-consuming and expensive.

e The virtual sensor has been developed also considering datasets with uncertainties, thus
assessing the robustness of the overall measurement system to real-world disturbances.

¢  This study demonstrates the adaptability of the proposed solution in capturing and
analyzing the dynamics of mechanical systems for real-time solutions.

1.3. Organization of the Paper

The article is structured as follows. Section 2 details the design of the multi-body
model, the camera model used to simulate frame acquisition, the methodology used for data
collection, and the implementation of an Al-based virtual sensor to estimate ground reaction
forces. The results of the training of two different models are presented in Section 3. The
models thus trained are finally compared with the results that would have been obtained
through the use of the multi-body model.

2. Materials and Methods

To first assess the feasibility of the method, the implementation of a vision-based
virtual sensor to estimate the reaction forces in industrial mechanisms is applied to a simple
but fundamental mechanical system, the four-bar linkage mechanism, with a verified
multi-body model (Figure 1). This system is chosen for its basic but significant role in
the study of mechanical systems, providing a clear framework to test our hypotheses.
The approach focuses on the development of an Al-based virtual sensor designed to
estimate the reaction forces (constraint reactions) within the mechanism based solely on
visual observation. This method is similar to extracting hypothetical data from a camera
monitoring the moving mechanism, mimicking real-world scenarios where direct force
measurement is not feasible. The main objective is to demonstrate the practicality of using
Al-based algorithms to extract reaction forces in real time. The implemented Al-based
virtual sensor is responsible for estimating the ground reaction forces of the mechanism.
It processes the mechanism position data, which serve as the input, enabling real-time
analysis and estimation. This approach is critical in replicating and predicting the forces in
operational industrial environments, showing the potential of virtual sensors in optimizing
the performance, monitoring the operation, and ensuring the safety of mechanical systems
in a real industrial scenario. In this section, we will describe the multi-body model of the
mechanism used to build our training dataset; then, the model of the camera used in the
software to replicate the monitoring of the mechanism is presented. This camera model will
be replicated with an analytical model that will be used to generate different datasets taking
into account various sources of uncertainty, which will be described in the section related
to data collection. Finally, the design of the Al-based virtual sensor and its architecture will
be presented in the last subsection.

. Py (x2, )
Y
F)(/\ e X FXB
. —_—
PO (Xo, yO) I ) Pl (X]’ YI) ]
Fy/\ FyB

Figure 1. CAD model of the four-bar linkage mechanism. Ground reaction forces Fy,, Fy,, Fx;, Fy;
are represented in red. The crank center of rotation is identified by point Py(xo, yo), where a fixed
reference frame represented in blue is indicated to evaluate the position of the joints identified by
points P; (x1, y1) and P>(x2, y2).
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2.1. Multi-Body Model

The 3D model of the mechanism, designed in Autodesk Inventor 2024, uploaded on
the multi-body software RecurDyn 24, is shown in Figure 1. In the multi-body software, the
definition of joints has to be meticulously performed, by taking into account the degrees of
freedom (DoF) of each body in the space and avoiding the redundancy of the constraints.
The objective is to achieve a mechanism with a single DoF, specifically the rotation of the
crank. The two grounded joints are defined as “revolute” joints, restricting all translations
and rotations of the links, except for the rotation within the plane of the image. The joint
between the crank and the connecting rod is defined as the “universal” joint, permitting
two rotations, one of which is in the plane of the image. To prevent redundancy in the
constraints, the joint between the connecting rod and the rocker is defined as a “spherical”
joint, constraining only the three relative translations. The resulting system has one degree
of freedom (DoF), corresponding to the rotation of the crank. As shown in Figure 1, the
point corresponding to the crank center of rotation is labeled as P, the point P; identifies
the joint between the crank and the connecting rod, while point P; is used to describe the
position of the joint between the connecting rod and the rocker.

2.2. Camera Model

Autodesk Inventor 2023 has been utilized to simulate a real-life sensor and to create
dynamic videos of the mechanism for further analysis through computer vision. To incor-
porate a camera within the Inventor Studio environment, it is necessary to specify both
the target point position and the spatial coordinates of the camera. The orientation of the
camera aligns with the line connecting it to the target point, allowing us to configure the
camera precisely. We constrain the target position to the same plane where the mechanism
exists, limiting the range of its coordinates to two, while the camera’s three spatial coor-
dinates and roll angle remain adjustable. The type of camera employed in the software is
an orthographic projection rather than a perspective camera, with the horizontal angular
field of view (AFOV) and resolution as customizable parameters. In the specific case, an
AFOV of 28° is fixed and the resolution of the captured image is set equal to 2240 x 1200,
as shown in Figure 2. Once the intrinsic parameters of the camera have been chosen, the
adjustable parameters related to its position and orientation have to be set. In Table 1, the
definitions of these parameters and their values used to identify the standard configuration
of the sensor are reported.

1200 pixel

Figure 2. Four-bar linkage mechanism in Inventor Studio and definition of camera.
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Table 1. Parameters of standard configuration of camera in Inventor Studio.

Parameter Value
X Camera X Coordinate 45.55 mm
Y. Camera Y Coordinate —3041.43 mm
Zc Camera Z Coordinate 80.14 mm
0 Camera Roll Angle 0deg
Xy Target X Coordinate 45.55 mm
Y; Target Y Coordinate 15 mm
Zy Target Z Coordinate 80.14 mm

To bypass the need for Inventor Studio and the extensive rendering time required
for each video, an analytical model of the camera has been developed. This model is an
effective tool, accepting as input the values of the adjustable parameters outlined in Table 1
and the spatial position of a point. It outputs the corresponding location of this point, in
pixels, within the frame captured by the camera. In Figure 3, an example of the application
of this model is represented: a point p (green) in space is defined by its coordinates with
the respect to the world frame (XYZ), while the positions of the camera and the target are
defined, respectively, by the coordinates (X, Y, Z¢) and (X, Yt, Z;). The orientation of the
camera is defined by the line connecting the camera and the target, and the image plane is
orthogonal to this line and centered in the target. The point p is orthogonally projected on
the image plane, resulting in the point P (red). Finally, its coordinates 1y and vy (expressed
in mm) with respect to the image reference frame (UV) are computed.

1000
750
500

250

[ww]Z

—-250

=500

—750

=500 1000

-1500
Y [mm) -2500

—3500

Figure 3. Example of application of analytical model of camera. The world reference frame (XY Z)
centered at O, the position of the camera C and its frame (XY Z), and the position of the target t are
presented. The point p defined in the world reference frame is projected onto the plane image and
defined in the image reference frame (UV) in pixels.
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The model has been tested and validated under standard camera conditions, with
its results benchmarked against those obtained from the Autodesk Inventor camera. In
anticipation of exploring the impact of uncertainties on the Al-based virtual sensor, the
analytical model has been adapted to accept deviations in the camera’s customizable
parameters from their standard settings, as well as the coordinates of any point in space.
This enhanced model facilitates the generation of varied datasets to account for uncertainties
related to the camera’s position, thus significantly reducing the time required to produce
highly consistent datasets. Our research focuses on replicating the camera model used
by Autodesk Inventor, given its focus on a simulated model. However, it is crucial to
acknowledge that, within real-world applications, a variety of camera models could be
implemented, each offering different perspectives and characteristics.

2.3. Data Collection

Data to train the model are sourced from simulations conducted on the multi-body
model within the RecurDyn environment, which facilitates the simulation of the mechanical
system’s dynamics. Following the workflow shown in Figure 4, a known motion is imposed
on the mechanism, and it is observed by the camera sensor modeled in Section 2.2.

(a) (b) (© (d) © ®

AXe AYq AZq Ay, Auy Ay AL
Fa
Points Pixel to mm Al-Based Foa
E— Camera . . . > ¥
O A Detection Conversion Virtual Sensor Fa,
Fia
AB AX, AZ, Avy  Avy Av,

Figure 4. Workflow of the reaction force estimation procedure: the four-bar linkage mechanism (a)
motion is captured by a sensor camera (b); images are processed by a computer vision algorithm (c),
and position of significant points are computed in mm (d); positions data are fed to the Al-based
virtual sensor (e) that estimates ground reaction forces of the mechanism (f).

Thus, mechanism (a) is observed from camera sensor (b), the position of which is
defined by X, Y, Z¢, X, Zt, 6. From the captured frame, points Py (1, vg), P (u1,v1) and
Py (up,v7), expressed in pixels, are identified by computer vision algorithms (c), based on
HSV color segmentation. The image is then calibrated based on known dimensions (i.e.,
crank length L) and such points’ positions are converted from pixels to millimeters and
referenced to the reference system centered at Py (d), as shown in Figure 1. The positions of
the points P (x1,y1) and P>(x2,y2) expressed in millimeters are then fed to the model (e)
such that the constraining reactions Fy,, F,,, Fx;, Fy; (f) are predicted. The use of vision-
based measurement systems introduces sources of uncertainty that could alter the input
data given to the model: the positioning of the camera might be different with respect to the
standard configuration; therefore, the uncertainty related to the sensor position is defined as
the deviation from the reference position (AX., AYe, AZ., AXy, AZy, AB). The detection of the
three points’ coordinates, performed by the computer vision algorithm, is characterized by
some noise related to the position of the pixel in the frame, corresponding to the detected
point. Moreover, in this case, the uncertainty is defined as the deviation from the real
position of the three centroids (Auy, Auy, Auz, Avy, Avy, Avz). Finally, the conversion from
pixels to mm, implemented in the algorithm, is influenced by the measurement of the
crank length, which may suffer from some error (AL). Therefore, to generate datasets that
take into account the presence of these sources of uncertainty, the analytical model of the
camera can be used to generate data related to a large variety of camera configurations. The
output of the analytical model, which represent the positions of Py(ug,vg), P1(u1,v1), and
P>(up,v7), can be further rearranged, adding artificial noise (in pixels) on the six coordinates,
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for each frame, simulating the computer vision algorithm. Finally, the conversion from
pixels to mm can be carried out by taking into account the error in the length measurement.

2.4. Al-Based Virtual Sensor for Ground Reaction Force Estimation

A multi-layer perceptron (MLP) regression model is built in order to estimate the
ground reaction forces using the linkage joints” position coordinates, extrapolated from
the camera data. The use of MLP networks can be remarkably effective, despite their
simplicity, even when compared to more complex deep neural network (DNN) models,
such as convolutional neural networks (CNNs) [20]. The advantage of the MLP lies in its
utilization of lightweight and fast models, typically around the order of 0.1 Mb, offering
a stark contrast to the often much heavier advanced DNN models. This efficiency makes
MLP an appealing choice in various scenarios where a balance between performance and
resource utilization is crucial. The purpose of the model is to predict, at each instant ¢;, the
reaction forces exchanged on the ground by the articulated quadrilateral (Figure 4a). Since
the time history of the input influences the value of the output, the model receives as input
a vector of shape (20, 1), consisting of the 2D coordinates of the two points P; (¢;) and P (¢;)
of the mechanism from instant ¢; 4 to t;, measured as explained in Section 2.3. As output, it
returns a vector of shape (4, 1), consisting of the two components of the ground reaction
forces (Figure 5).

Input Layer Hidden Layers Output Layer

Input
Coordinates

Figure 5. The proposed MLP architecture takes as input two points P; (¢;) and P;(¢;) of the mechanism
from instant t;_4 to t;, and it returns as output (i.e., predicts) the two components of the ground
reaction forces F4 and Fg.

The input and output data are normalized to enhance the convergence and the stability
of the neural network during the training. Each column of both the input and the output
datasets is independently normalized, by scaling the values within each column to the
range [0, 1]. The normalization formula is given by

X lined = X — Xnin
normalized —
Xinax — Xmin

1)

where X is the original value, X, is the minimum value in the column, and X, is the
maximum value in the column. A Bayesian optimization technique for hyperparameter
tuning, as detailed in [21], is utilized to determine the optimal numbers of layers, neurons
per layer, and model hyperparameters that minimize the loss function. This technique
of hyperparameter optimization is widely tested in various fields and is proven to be
superior to other techniques, such as grid search and random search [22,23]. This technique
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performs training many times with different sets of numbers of layers, neurons, and
hyperparameters. The method initially tests the function n times by assigning random
values to its variables in order to diversify the exploration space. Then, based on the values
obtained in the previous step, the actual optimization begins. At each step, the algorithm
evaluates the past model information to select new optimal parameter values that increase
the performance of the new model according to the described method [24,25]. The initial
phase involves defining the function that requires optimization. Considering the problem at
hand, the target function represents the training procedure of the neural network, accepting
multiple parameters for input and yielding the mean absolute error (MAE) as its result. The
optimizer’s exact goal is to reduce this coefficient value to its minimum. The MAE, chosen
as the loss function, is expressed in Equation (3), where 7 is the number of observations,
y; is the ground truth input, and §; is the predicted value. The function to be optimized
is defined in Equation (2), where x and y are the input and ground truth batches of the
network in the training process, respectively.

MAE = f(x,y,bs,Ir,0,nl,nn) @)

After selecting the function for optimization, it is essential to identify the specific
input parameters that need refinement and establish their limits, given that the approach is
one of bounded optimization. The parameters and their ranges, selected based on prior
knowledge and preliminary experimental data, are listed in Table 2, with the following.

*  Batch size bs: specifies the number of training samples processed in one iteration.

*  Learning rate Ir: determines the rate at which the model weights are updated dur-
ing training.

*  Optimizer o: updates the model based on the loss function. Options include SGD,
Adam, RMSprop, Adadelta, and Adagrad [26].

*  Number of layers nl: specifies the total number of layers in the network.

*  Number of neurons per layer nn: specifies the number of neurons in each layer.

1 n
MAE = — Y lyi — il 3)
i

The number of training epochs is set at 1000, with an early stopping level of 50 for the
validation loss [27]. Each iteration is cross-validated by the K-fold method with three folds;
the result of each iteration is expressed as the average MAE of the three iterations minus
the standard deviation [28].

Table 2. Hyperparameters involved in the Bayesian optimization technique and their correspond-

ing bounds.

From To
bs Batch size 16 4096
Ir Learning rate 1x10°° 0.1
nl Number of layers 1 100
nn Neurons per layer 10 400
3. Results

With the work presented, we have shown that properly trained inferential models
can be used to effectively study the dynamic behavior of real systems and mechanisms
in operation simply by observing them in real time through a camera. This approach has
been validated by applying it to a simple mechanism, demonstrating its potential as a
valuable tool for investigation during the operation of machinery and devices, without
the need for additional sensors, which are often difficult to use and install. Our results
confirm that such models are not only feasible but also effective in capturing and analyzing
complex dynamic interactions in mechanical systems. The methodologies described in
the previous section are used to train a model for the prediction of the reaction forces in a
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simple mechanism (Section 3.1). Two separate models are trained. The first one, labeled as
Model 1, is trained by using the dataset coming from the multi-body simulation, which
does not take into account the presence of uncertainties. A second dataset, which takes
into account all sources of uncertainty described in Section 2.3, is generated by using the
camera model described in Section 2.2, and it is used to train the second model, labeled as
Model 2. Both models are subsequently tested on motion laws not previously encountered,
to assess their capability in predicting the forces in every scenario (Section 3.2). Finally, a
comparison between a virtual sensor based on the multi-body model and the one based on
the inferential model is performed with an emphasis on their ability to respond to different
interfering inputs (i.e., noise) (Section 3.3).

3.1. Model Training

Following the methodology described in Section 2.3, a known motion law is imposed
on the mechanism in order to use the collected data as a training dataset for the virtual
sensor model. As shown in Figure 6, the motion law comprises a combination of several
sinusoidal functions with different amplitudes and frequencies, with the objective of
introducing a degree of randomness in the dynamics of the mechanism.

20

3.0
10 ‘ 2.5
- v
) 2.0
3 7]
s 0 o215
3 3
<1.0
-10
0.5
0 500 1000 _ 1500 2000 2500 3000 0.0 : 0.2 0.4 0.6 0.8 1.0
Time [sec] Frequency [Hz]

Figure 6. From left to right: crank rotational speed motion law imposed on the mechanism to build
the training dataset and its FFT transform.

The camera sensor records the scene for 3000 s at 60 frames per second (fps) for a
total of 180,000 samples. For each sample, the reaction forces are known. Following the
procedure described in Section 2.3, the positions of points P; and P, are calculated for each
frame. Two training datasets are created with the collected data.

. Dataset 1:

—  Usesideal data from the simulation. This dataset is designed to represent the best-
case scenario without any external interference or noise, serving as a benchmark
for optimal model performance.

. Dataset 2:

- Accounts for possible interfering inputs (e.g., noise) within the measurement
chain, simulating a real use case. The incorporation of such disturbances aims to
mimic the challenges encountered in real case scenarios.

The use of vision-based measurement systems introduces sources of uncertainty that
could alter the input data given to the model. These sources of uncertainty are considered
during dataset generation to enhance the inferential model’s robustness. As reported
in Figure 4, thirteen sources of uncertainty are identified, relating to the six DoFs of the
camera positioning (X, Ye, Z¢, 0, X1, Zt), six uncertainties associated with the coordinates
identifying the three points plotted by the computer vision algorithm (u1, v1, up, v2, u3, v3),
and the extent of the crank length (L) used for the pixel-to-millimeter conversion of these co-
ordinates. To introduce the effects of these uncertainties into the dataset generation process,
a Gaussian normal distribution is imposed for each of the thirteen sources of uncertainty,
specifying the mean and standard deviation of the error introduced, around a standard
case. Table 3 shows the value distribution for each of the thirteen sources of uncertainty.
Only the input dataset has been manipulated, while the output remains unchanged.
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Following the data pre-processing steps explained in Section 2.3, the final dataset
consists of an input file containing 179,996 entries (the overall dataset consists of 180,000
time instants, but the first batch consists of five consecutive acquisitions; from this, it
follows that the first useful batch starts at the fifth acquisition). The corresponding output
file consists of the same number of entries, containing the values of the four reaction forces.
Dataset 1 and Dataset 2 are used to train two models (i.e., Model 1 and Model 2) following
the hyperparameter training and optimization procedure explained in Section 2.4 with
n = 1000 (i.e., the number of optimization iterations). At the end of the optimization
process, Model 1 and Model 2 reach an MAE of 0.004 and 0.005, respectively, with the
hyperparameters shown in Table 4.

Table 3. The table shows the limits within which the various sources of uncertainty are made to vary
uniformly for the generation of Dataset 2.

Mean Std Dev
AXe, NY., AZ, Camera Position 0 mm 1000 mm
A6 Camera Roll Angle 0deg 5deg
AXy, AZy Target Position 0 mm 200 mm
Auq, Auy, Auz, Avy, Avy, Avg Detected Centroid Position 0 pixel 2 pixel
AL Crank Length 0 mm 0.5 mm

Table 4. Selected hyperparameters for cost function minimization (i.e., MAE) for Model 1 and

Model 2 training.

Model 1 Model 2
0 Optimizer Adadelta Adam
bs Batch size 134 3127
Ir Learning rate 0.0541 0.00032
nl Number of layers 5 10
nn Neurons per layer 116 88
MAE Metric 0.00386 0.00554

3.2. Model Testing

The testing procedure has been carried out by subjecting Model 1 and Model 2 to an
input dataset, firstly generated by simulating a 15 s scenario in RecurDyn, keeping the
same number of steps per second (i.e., 60 fps), and then altered taking into account the
uncertainties described in Section 2.3. This dataset is henceforth referred to as Dataset 3. As
shown in Figure 7, the motion law used for the simulation on Dataset 3 differs significantly
from the one used during the testing procedure, comprising step functions available in the
multi-body software. The introduction of a new motion law aims to ensure that Model 1
and Model 2 are indeed able to generalize to a new scenario without overfitting on the
training dataset.

300 125
—. 200 100
z g
g 100 S 75
3 g
0 £ s0
-100 25 ’
—200 .Mxllm.u .....................................................
0 2 4 6 8 10 12 14 0 1 2 3 4 5
Time [sec] Frequency [Hz]

Figure 7. From left to right: the crank rotational speed motion law imposed on the mechanism to
build the testing dataset and its FFT transform.

The uncertainties discussed in Section 2.3 are taken into account in Dataset 3 in order
to introduce a realistic level of noise in the acquired data, by sampling from their respective
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Gaussian distributions. Table 5 shows the sampled values for each source of uncertainty
used in the testing procedure. The corresponding reaction forces predicted by Model 1 and
Model 2 have been compared with the solution coming from the multi-body simulation
(Reference—Figures 8 and 9): the root mean squared error (RMSE) is computed for each
reaction force, providing a quantitative measure to assess the quality of the models under
the testing conditions (i.e., Dataset 3). Complete results are reported in Table 6.

Table 5. Sampled uncertainty values for the generation of the dataset used for the comparison.

AX; [mm] AY, [mm] AZ; [mm] AXy [mm] AZ; [mm] A6 [°] AL [mm]
—809.8 —388.9 915.1 76.8 —281.3 4.6 —-0.34

40

RMSE = 3.109 N

RMSE = 4.321 N — Reference

—— Model 1

—— Reference
—— Model 1

0 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14

-5 RMSE = 0.850 N —— Reference
—— Model 1

-20 —— Reference
RMSE = 0.620 N —— Model 1

0 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14
Time [sec] Time [sec]

Figure 8. Prediction of the four reaction forces performed by the model trained with the unmodified
dataset, with respective RMSEs.

40 RMSE = 2.384 N RMSE = 1.404 N — Reference
—— Model 2
— 20
=
<
oo
—— Reference
—20 —— Model 2
0 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14
-5 RMSE = 0.533 N —— Reference
—— Model 2
— —10
Z
Q -
o 15
=20 —— Reference
RMSE = 0.534 N — Model 2
0 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14

Time [sec] Time [sec]
Figure 9. Prediction of the four reaction forces performed by the model trained with the modified

dataset, with respective RMSEs.

Table 6. Comparison of the quality of the estimation of the two models on each of the four reaction
forces.

RMSE Fa [N] Fya [N] Fp [N] Fyp [N]

Model 1 3.109 4.321 0.620 0.850
Model 2 2.384 1.404 0.534 0.533
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The obtained results highlight the effectiveness of the second model in mitigating the
noise introduced by the different sources of uncertainty. The higher performance of the
second model is reflected in the lower RMSE obtained for each of the four reaction force
estimations. Figures 8 and 9 show the differences between the two models in predicting all
four reaction forces exchanged between the mechanism and the ground. While both Model
1 and Model 2 show their ability to predict the behavior of the reaction forces, the second
model offers higher precision.

3.3. Multi-Body vs. Inferential Model

The direct use of the multi-body model as a virtual sensor, instead of the implemented
Al-based sensor, is possible but challenging, since it would required the imposition of the
motion law as input. In the case of synchronous motors, the speed of the actuated joint
is directly determined by the frequency of the AC power supply, the number of poles
in the motor, and the transmission ratio. On the other hand, in asynchronous motors,
which are widely applied in industrial settings, the speed is not directly determined, and
external measures such as encoders or tachometers are often required. To avoid the use of
external physical sensors, which have large time and cost requirements for installation and
maintenance, the already proposed vision-based system can be used, tracking the crank
joints” positions over time to compute the angular values. However, the already presented
sources of uncertainty may introduce noise in the evaluation of the motion law, especially in
the speed and acceleration computations, derived numerically from the angular positions.
This noise is reflected in the output of the multi-body model. A comparison between
the virtual sensor based on the multi-body model and the Al-based one has been carried
out to assess their robustness. The evaluation has been carried out by using the same
dataset used for the previous evaluations, with the same sampled sources of uncertainty
reported in Table 5. The multi-body virtual sensor requires a filter to be implemented in
order to smooth the behavior of the numerical derivatives of the angular position, while
the Al-based sensor receives only the data relative to the positions of the two joints. A
real-time low-pass filter has been implemented to filter the numerical derivatives of the
motion law. The filtered motion laws have been applied to the multi-body model, and the
resulting outputs are presented in Figure 10, where a comparison between the latter model
and Model 2, in terms of the R? score, is reported.

The presented result indicates good agreement between the prediction of the reaction
forces performed by the Al-based virtual sensor and the one performed by the multi-body
model. Both methods show high reliability in the estimation, reflected in the high values of
the R? score. The high reliability of the obtained result, together with the low computational
effort required, makes the implemented Al-based virtual sensor a powerful solution for
this type of application.

Fx1 Fn
60

401 . Model2,R? = 0.96 il

. Model2,R? = 0.97 ]
. Multi-body, R? = 0.95 <

. Multi-body, R? = 0.95

50

40

30

Predicted Value [N]

o0l B 20
20 -10 0 10 20 30 20 30 40 50

=51 . Model2, R? =097
+ Multi-body, R? = 0.97

« Model 2, R? = 0.97
. Multi-body, R? = 0.97

35

30

Predicted Value [N]

25

-18 -16 -14 -12 -10 -8 -6 24 26 28 30 32 34 36
Real Value [N] Real Value [N]

Figure 10. Comparison of the results obtained by Model 2 and the multi-body model receiving
motion law data from the computer vision algorithm, with real-time filtering.
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4. Conclusions

In this research, we implemented and studied the feasibility of an innovative virtual
sensor with the aim of studying the dynamics of operating machines without integrated
sensors. This can be of vital importance in all cases where stopping production to install
sensors would be impractical and time-consuming, despite the potential benefits in terms of
analysis, control, and overall system reliability. As a test case, the study focused on a four-
bar linkage mechanism, developing an Al-based virtual sensor for ground reaction force
estimation based on visual observation. Two multi-layer perceptron regression models
were trained using data from a multi-body simulation. The second model took into account
the measurement uncertainties of the input quantities (i.e., the measurement uncertainties
of the vision-based system).

The research showcased the effectiveness of the Al-based virtual sensor in estimating
the ground reaction forces, even in the presence of significant uncertainties introduced
by the vision-based system (i.e., camera position, computer vision algorithm, and crank
length measurements). Furthermore, the study compared the Al-based virtual sensor with
a multi-body based virtual sensor, both exploiting the vision-based system output as the
input. The results indicated the ability of the Al-based proposed approach to filter out
uncertainties and provide real-time estimation with low computational effort.

In conclusion, the developed virtual sensor presents a promising solution for the
estimation of the reaction forces in the proposed mechanism, offering a non-invasive and
cost-effective solution. Further developments would require the experimental validation of
the proposed methodology on a real mechanism exploiting real camera sensors.
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