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Abstract: Recent advancements in artificial intelligence (AI) have greatly improved the object detec-
tion capabilities of autonomous vehicles, especially using convolutional neural networks (CNNs).
However, achieving high levels of accuracy and speed simultaneously in vehicular environments
remains a challenge. Therefore, this paper proposes a hybrid approach that incorporates the features
of two state-of-the-art object detection models: You Only Look Once (YOLO) and Faster Region
CNN (Faster R-CNN). The proposed hybrid approach combines the detection and boundary box
selection capabilities of YOLO with the region of interest (RoI) pooling from Faster R-CNN, resulting
in improved segmentation and classification accuracy. Furthermore, we skip the Region Proposal
Network (RPN) from the Faster R-CNN architecture to optimize processing time. The hybrid model
is trained on a local dataset of 10,000 labeled traffic images collected during driving scenarios, further
enhancing its accuracy. The results demonstrate that our proposed hybrid approach outperforms
existing state-of-the-art models, providing both high accuracy and practical real-time object detection
for autonomous vehicles. It is observed that the proposed hybrid model achieves a significant increase
in accuracy, with improvements ranging from 5 to 7 percent compared to the standalone YOLO
models. The findings of this research have practical implications for the integration of AI technologies
in autonomous driving systems.

Keywords: artificial intelligence; autonomous vehicles; convolutional neural network; Faster R-CNN;
YOLO

1. Introduction

The automotive industry is undergoing a rapid transformation with the integration
of artificial intelligence (AI) technologies [1,2]. The global market for AI in vehicles is
projected to experience significant growth, with AI software for automobiles expected to
reach USD 6.6 billion by 2025, expanding at an average annual rate of 36.15% [3,4].

Object detection plays a crucial role in autonomous driving systems, enabling self-
driving cars to perceive and classify objects in their surroundings accurately. Two main
strategies are commonly employed for object detection, namely, the two-stage and single-
stage approaches. Two-stage approaches, such as the region-based convolutional neural
network (RCNN) [5] and the Faster R-CNN [6], are widely adopted in both academic
research and industry due to their high accuracy. These methods use a region proposal
network (RPN) to generate potential object proposals, followed by a classification and
bounding box regression stage. However, they often fall short of meeting the real-time
processing requirements of object detection in vehicular environments [7].

On the other hand, single-stage approaches, exemplified by you only look once
(YOLO) [8] and the single shot detector (SSD) [9], are renowned for their speed. These
methods directly predict object classes and bounding box coordinates from a single evalua-
tion of the network. They achieve real-time performance but may sacrifice some accuracy
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in certain scenarios [10]. Despite their advantages, detecting objects of varying sizes and
under challenging driving conditions remains a significant challenge for these single-stage
approaches [11].

To overcome the limitations of both two-stage and single-stage methods, there is
a growing interest in developing hybrid approaches that leverage the strengths of both
paradigms. These hybrid models aim to achieve a balance between accuracy and speed
in object detection tasks. By incorporating ideas from both YOLO and Faster R-CNN, it is
possible to design a hybrid architecture that provides improved accuracy while maintaining
real-time processing capabilities. The proposed hybrid approach combines the efficient
object detection of YOLO for bounding box selection with the region of interest (RoI)
pooling mechanism from Faster R-CNN for accurate segmentation and classification [12].
Skipping the RPN from the Faster R-CNN architecture further accelerates the processing
time without significant loss in accuracy [13].

However, the need for an improved object detection AI model for autonomous ve-
hicles arises due to fundamental challenges faced in object recognition, such as image
diffusion, blurring, and motion, particularly in the context of a smart city environment.
Moreover, practical limitations, including limited computer resources and latency issues,
can hinder the ability to quickly and accurately identify objects in specific environments
[14]. Therefore, several recent studies have proposed novel techniques to enhance the
performance of hybrid object detection models for self-driving cars. For instance, [15]
proposed a deep-learning-based hybrid framework that uses an optimized YOLOv4 model
to detect 10 kinds of object and a fine-tuned part affinity fields approach to estimate the
pose of pedestrians. In [16], a survey of deep learning applications for object detection
and scene perception in autonomous vehicles is presented, and challenges and open issues
are discussed. The authors of [17] introduced an adaptive fusion method that combines
YOLOv3 with semantic segmentation networks to improve small object detection in com-
plex scenes. Similarly, the authors of [18] developed a multi-scale feature fusion network
that integrates YOLOv3 with Faster R-CNN to enhance large-scale object detection in urban
traffic scenarios. Additionally, the authors of [19] proposed a lightweight hybrid model
that uses YOLOv3-tiny as a backbone network and adds an RoI pooling layer to reduce
computational complexity and memory consumption.

This paper presents a valuable contribution to the field of object detection for self-
driving cars by proposing a hybrid approach that combines the strengths of the YOLO and
Faster R-CNN frameworks to achieve higher accuracy and practical speed. The proposed
method uses YOLO to detect all objects in a given frame and selects the boundary box
around each object. The region of interest (RoI) pooling is then borrowed from Faster
R-CNN and used for object segmentation and classification, leading to enhanced accuracy.
The region proposal network (RPN) is skipped to reduce the processing time. The proposed
model is trained on a large dataset of 10,000 labeled traffic images captured during local
driving scenarios to enhance detection accuracy in vehicular environments further and
increase its effectiveness in real-world situations.

By using a combination of the YOLO and Faster R-CNN frameworks, along with
incorporating a local traffic dataset, the proposed hybrid approach represents a significant
step towards achieving higher accuracy than YOLOv5 and YOLOv7, while supporting
a practical real-time speed for autonomous vehicles. Furthermore, the proposed hybrid
approach is considered to be an efficient object detection method in vehicular environments.

The rest of the paper is organized as follows: Section 2 reviews the related work on
object detection for self-driving cars. Section 3 presents the proposed hybrid approach for
object detection and its components. Section 4 presents the experimental results, including
performance metrics and an evaluation of the proposed approach using real-world data.
Finally, Section 5 provides a summary of the key findings and conclusions, along with
suggestions for future research directions.
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2. Related Work

Object detection and recognition are essential tasks in the field of autonomous driving
and vehicular communication. In recent years, deep-learning-based object detection tech-
niques have become popular due to their high accuracy and performance. In this section,
we discuss some of the most recent and relevant papers related to the object detector in
vehicular communication.

The authors of [20] proposed a real-time multi-task framework for pedestrian and
vehicle detection which is based on YOLOv5. The proposed framework uses a single neural
network to perform both tasks, which significantly reduces the computational complexity
and improves the detection accuracy. The experiments were conducted on the KITTI
dataset, and the results showed that the proposed framework outperforms state-of-the-art
methods in terms of accuracy and speed. The main advantage of this framework is its
ability to detect both pedestrians and vehicles in real-time, which is crucial for the safety of
autonomous vehicles. However, the limitation of this framework is that it only focuses on
pedestrian and vehicle detection and does not consider other objects that may be present
on the road.

Another paper [21] proposed an efficient hybrid deep learning architecture for object
detection and tracking in autonomous vehicles. The proposed architecture is a combination
of a two-stage object detector and a tracking model. The two-stage object detector is based
on Faster R-CNN, while the tracking model is based on the Kalman filter. The experiments
were conducted on the KITTI dataset, and the results showed that the proposed architecture
outperforms state-of-the-art methods in terms of accuracy and speed. The main advantage
of this architecture is its ability to detect and track objects in real-time, which is crucial
for the safety of autonomous vehicles. However, the limitation of this architecture is its
complexity, which may require high computational resources.

In addition, another paper [22] proposed a novel hybrid CNN-LSTM framework for
object detection in autonomous vehicles. The proposed framework is a combination of
a convolutional neural network (CNN) and a long short-term memory (LSTM) network.
CNN is used for feature extraction, while LSTM is used for sequence modeling. The
experiments were conducted on the KITTI dataset, and the results showed that the proposed
framework outperforms state-of-the-art methods in terms of accuracy and speed. The
main advantage of this framework is its ability to model the temporal dependencies in
object detection, which is crucial for the safety of autonomous vehicles. However, the
limitation of this framework is its high computational complexity, which may require high
computational resources.

Another paper [23] was written by A. Ojha et al., who proposed a hybrid intelligent
model for real-time vehicle detection and tracking. The proposed model consists of a
YOLOv3 object detector, a CNN-based tracker, and a Kalman filter (KF) estimator. The
model was evaluated using the UA-DETRAC benchmark dataset. The results show that the
proposed model achieves state-of-the-art performance in terms of detection accuracy and
tracking efficiency. In this paper, a hybrid model is used to combine different techniques to
achieve high accuracy and efficiency. Furthermore, the model is evaluated using a widely
used benchmark dataset. However, the model is evaluated only on one dataset, which
limits its generalizability to other datasets. Similarly, the model is designed specifically for
vehicle detection and tracking and may not be applicable to other types of objects.

Jia, X. et al. present a novel object detection algorithm for autonomous driving based
on improved YOLOv5 in [24]. The algorithm enhances the accuracy and speed of the model
by using structural re-parameterization, neural architecture search, small object detection
layer, and coordinate attention mechanism. The algorithm is tested on the KITTI dataset
and shows superior performance compared to other methods in terms of accuracy and
speed. However, the algorithm also has some drawbacks, such as requiring a large amount
of training data and being sensitive to noise and occlusion.

The reviewed papers propose various approaches for object detection and tracking, in-
cluding traditional methods, deep-learning-based methods, and hybrid methods. However,
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these methods have some limitations, such as limited accuracy and efficiency, an inability
to handle complex environments, and difficulty in generalizing to various types of objects.
The comparisons are given in Table 1.

Table 1. Comparison of different object detection models used in vehicular communication.

Ref. Year Methodology Advantages Limitations

[20] 2021 Hybrid YOLOv3 High accuracy and
real-time performance

It is limited to detecting
certain types of objects.

[21] 2022 Hybrid RetinaNet Improved accuracy and
robustness

It requires a significant
amount of

computational
resources.

[22] 2022 Hybrid CenterNet Efficient computation
and high accuracy

It can be used only for
small-scale detection

tasks.

[23] 2022 Hybrid SSD Improved accuracy and
efficiency

It has the capability to
detect fewer types of

objects.

[24] 2023 YOLOv5 High accuracy and fast
computation

It requires a large
amount of training data

and is limited to
blurred and unclear

objects.

Proposed 2023 Hybrid YOLO and
Faster R-CNN

High accuracy, and
wide range of object
detection capabilities

It requires more
computational
resources than

YOLOv5 and YOLOv7.

To overcome these limitations, this paper proposes a hybrid object detection model
for vehicular communication that utilizes the features of both the popular models YOLO
and Faster R-CNN to improve accuracy in practical real-time object detection scenarios.
In addition, the proposed hybrid model is designed to address the challenges of real-time
object detection in vehicular environments. One of the key benefits of our model is its ability
to detect and recognize a wide range of objects commonly found in such environments.
Specifically, our model is trained to detect and classify eleven different types of object,
including number plates, persons, cars, motorcycles, buses, big and small trucks, traffic
lights, traffic signs, faces, and crosswalks. In contrast, other object detection models, such
as YOLO and SSD, are limited in their ability to detect such a diverse range of objects.

3. Proposed Hybrid Model for Object Detection

This section presents a hybrid object detection model for vehicular communication that
combines the YOLO and Faster R-CNN architectures to detect and track objects accurately
and efficiently in real-world driving scenarios. The proposed model utilizes collected data
and labeled datasets for autonomous vehicle training.

Figure 1 illustrates the object detection procedure of the proposed model used in
autonomous vehicles. The process starts with collecting real-time videos recorded by the
local driving cars. The real-time videos are then displayed on the driver’s video viewer.
The hybrid object detection model is used to extract features from the videos. The model
detects different objects using their unique features. The region of interest (RoI) is then
activated, and the area is detected with pixel values. Finally, the objects are classified
according to their type using the extracted features.

The proposed hybrid model development process consists of several steps, as shown in
Figure 2. The first step is data collection, where the data are collected from driving scenarios
to train the object detection model. The collected data are then preprocessed to make them
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suitable for training. This includes resizing images, normalizing pixel values, and dividing
the dataset into training and validation sets to evaluate the model’s performance.

Red Signal

Signboard

Signboard Signboard

CarCar

Car

Number Plate

Number Plate

Autonomous Vehicle Driver Video View Features Extraction

Object DetectionArea of Interest (AoI)Object Classification

Figure 1. Object detection procedure of proposed hybrid model for autonomous vehicles.
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Figure 2. Network structure diagram of the proposed hybrid model.

The next step involves implementing the YOLO model to extract bounding boxes
for objects from the preprocessed images. YOLO provides a fast and approximate object
detection solution, making it suitable for real-time applications. Typically, each bounding
box is represented by a set of six parameters: Pc, Bx, By, Bw, Bh, and Cn, where Pc is the
probability of an object belonging to a particular class, and Bx, By, Bw, Bh, and Cn represent
the center coordinates, width, height, and class number, respectively. Additionally, each
bounding box is assigned a confidence prediction, which is computed as the intersection
over union (IoU) between the predicted box and the ground truth box. The IoU can be
obtained using the following equation:

IoU =
Area of Overlap
Area of Union

(1)
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After obtaining the bounding boxes and their confidence predictions, the featured
images are passed through the Faster R-CNN block. In this block, the region of interest
(RoI) pooling is applied to extract the region’s features. The RoI can be expressed as:

RoI pooling(Pi,k) =
1
n

n

∑
j=1

Pi,k(pool(hj, wj, xj, yj)) (2)

where Pi,k is the output feature map of the last convolutional layer for the i-th RoI, and
k is the index of its channels. n is the number of sub-windows to be divided in the RoI,
Pi,k(pool(hj, wj, xj, yj)) is the activation value of the k-th channel at the j-th sub-window in
the RoI, and pool(hj, wj, xj, yj) is the sub-window of the RoI with height hj, width wj, and
coordinates (xj, yj).

The RoI-pooled features are then fed into a fully connected CNN, which performs
classification and segmentation tasks. The activation function used in the CNN layers is
the rectified linear unit (ReLU), which is defined as:

ReLU(x) = max(0, x) (3)

where x is the input to the activation function, this function returns x if x is positive and
returns 0 otherwise.

The softmax loss factor is utilized in the fully connected layer to calculate the loss and
optimize the model during the training process. This loss function measures the discrepancy
between the predicted class probabilities and the ground truth labels. It encourages the
model to assign higher probabilities to the correct object class and lower probabilities to
incorrect classes.

The softmax cross-entropy loss factor equation can be expressed as:

Losscls = − 1
N

N

∑
i=1

C

∑
j=1

yij log(pij) (4)

where N is the number of samples in the training batch, C is the total number of object
classes, yij is the ground truth label indicating whether sample i belongs to class j, and pij
is the predicted probability of sample i belonging to class j.

Finally, the model achieves accurate classification and segmentation results, enabling
robust object detection in vehicular environments.

It is worth mentioning that the RPN is skipped during the Faster R-CNN step. Since
the RPN is only used for generating region proposals and the YOLO framework has already
detected all the objects in the frame, the RPN can be skipped to reduce the processing
time, resulting in high speed. This is because the RPN involves a considerable amount
of computation and can be time consuming, especially when dealing with large datasets.
Therefore, by using only the RoI pooling and eliminating the RPN, the proposed hybrid
approach can achieve a practical real-time speed without compromising the accuracy of
the detection.

By minimizing this loss factor during the training process, our hybrid model learns
to optimize the softmax classifier, improving its ability to classify objects accurately in
real-world driving scenarios.

By combining the YOLO and Faster R-CNN architectures, the proposed model achieves
high accuracy and efficiency in real-time object detection and classification, particularly
in vehicular communication. YOLO is utilized for object detection and bounding box
generation, and the RoI pooling is borrowed from Faster R-CNN for segmentation and
classification. This hybrid results in a model capable of accurately and efficiently detect-
ing and classifying objects in real-time scenarios. The proposed hybrid model is given
in Figure 3 that combines the features of the YOLO and Faster R-CNN architectures. The
model consists of several key components that work together to achieve accurate and
real-time object detection in autonomous driving scenarios.
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𝑃𝑐 = 1, if an object is detected, otherwise 0.

𝐵𝑥 = The central value of an object on the x-axis

𝐵𝑦 = The central value of an object on the y-axis

𝑃𝑤 = Ratio of the width of an object to the whole image

𝑃ℎ = Ratio of the height of an object to the whole image

𝐶𝑛 = Class of an object
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Input Images
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SoftMax
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Figure 3. The proposed hybrid object detection model for real-time object detection in autonomous
driving scenarios.

To ensure the accuracy and effectiveness of our model, we trained it on a large dataset
of images containing eleven different types of objects, such as, number plates, persons, cars,
motorcycles, buses, big and small trucks, traffic lights, traffic signs, faces, and crosswalks.
This dataset is carefully created to include a wide range of scenarios and lighting conditions
that are commonly encountered in vehicular environments. By training the proposed
model on such a diverse dataset, it is able to accurately detect and classify these objects
in real-time scenarios. Overall, the ability of our proposed hybrid model to detect and
recognize a wide range of objects commonly found in vehicular environments makes it
better than the other object detection models.

4. Experimental Results

This section presents the evaluation and performance of different object detection
models for detecting road traffic objects for self-driving cars. A dataset of 10,000 images
was used to train and test all the object detection models. The dataset included various
types of vehicles, traffic signals, road signs, pedestrians, and number plates. A sample of
our dataset is given in Figure 4.

The images were labeled using the DarkLabel tool, and both the training and testing
phases were conducted on the NVIDIA Jetson Xavier NX platform, which is a promising
option for use in self-driving cars. To evaluate the performance of each model, we measured
the inference time and mean average precision (mAP), as well as the confidence and recall
values. Additionally, we calculated the average image processing speed to compare the
speed of our proposed hybrid model with other state-of-the-art models.

The performance of four distinct object detection models, namely, the proposed hybrid
model, Faster R-CNN, YOLOv5, and YOLOv7, is depicted in Figure 5 in terms of mAP
and inference time (ms). The proposed hybrid model achieves the highest mAP values
compared to all other models when the inference time is between 4 ms and 44 ms. Specifi-
cally, the proposed hybrid model achieved an mAP of approximately 26% at an inference
time of 4 ms, an mAP of 66% at 24 ms, and an mAP of 73% at 44 ms. Conversely, the
Faster R-CNN model attained an mAP of approximately 45% at an inference time of 12 ms,
while at an inference time of 57 ms it achieved an mAP of around 76%. The YOLOv5 and
YOLOv7 models achieved mAP of around 19% and 20%, respectively, at an inference time
of 2 ms. On the other hand, at an inference time of 33 ms, these models achieved mAP of
approximately 67.5% and 70%, respectively.
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CLASS (0 - 10) WIDTH HEIGHT X-VALUE Y-VALUE

0 0.53125 0.743981 0.0572917 0.0287037

1 0.90599 0.70787 0.0536458 0.237963

1 0.360156 0.673148 0.0369792 0.109259

1 0.444271 0.669907 0.0291667 0.119444

1 0.163281 0.65787 0.0223958 0.0972222

2 0.527083 0.748148 0.172917 0.253704

2 0.601823 0.645833 0.0442708 0.0435185

7 0.49375 0.483796 0.0197917 0.0157407

7 0.454948 0.481944 0.0213542 0.0157407

8 0.474479 0.473611 0.0197917 0.0416667

2 0.850521 0.672685 0.220833 0.152778

10 0.352344 0.731481 0.185937 0.037037

CLASS (0 - 10) WIDTH HEIGHT X-VALUE Y-VALUE

0 0.267448 0.807407 0.0713542 0.05

0 0.792188 0.725463 0.0208333 0.0212963

2 0.341667 0.819907 0.33125 0.339815

2 0.505729 0.723611 0.0760417 0.0972222

2 0.563021 0.701852 0.0291667 0.0407407

2 0.607813 0.705556 0.03125 0.0444444

2 0.76875 0.734722 0.134375 0.175

2 0.653385 0.705093 0.0296875 0.0398148

7 0.55026 0.247685 0.0578125 0.0416667

7 0.7375 0.240741 0.0604167 0.0407407

7 0.908594 0.246296 0.0505208 0.0444444

8 0.651042 0.251389 0.0479167 0.0824074

8 0.797917 0.250926 0.046875 0.087037

Image 1

Label 1

Image 2

Label 2

Figure 4. A sample of our dataset, including images and labels.
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Figure 5. Comparison of mean average precision (mAP) and inference times for state-of-the-art object
detection models.

Figure 6 represents a comparison of object detection models with respect to their
performance in terms of confidence and recall. Confidence is the probability that detection
is correct, while recall is the fraction of true positive detections out of all possible positive
detections. The x-axis represents the recall values in percentages ranging from 30% to 100%,
and the y-axis represents the confidence values in percentages ranging from 0% to 100%.
Each curve in the figure represents the variation in confidence with respect to recall for each
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model. Figure 6 shows that the proposed hybrid model achieves the highest confidence
values compared to all other models for the same recall values. The YOLOv7 model shows
better performance than YOLOv5, but it has lower accuracy than the proposed hybrid
model. YOLOv5 and YOLOv7 consume less time compared to Faster R-CNN and the
proposed hybrid model, but they have lower accuracy. On the other hand, the Faster R-
CNN achieves better accuracy than YOLOv7 and YOLOv5, but with the cost of processing
speed. It is observed that the confidence of our proposed model is lower than that of Faster
R-CNN when the recall exceeds 65%. We believe this discrepancy can be attributed to the
trade-off between recall and confidence in our model.
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Figure 6. Comparison of state-of-the-art object detection models with respect to confidence and recall
values.

Figure 7 illustrates a comparison of the processing speed of four different object
detection models, with the average processing times for one image in milliseconds (ms)
for each model. The proposed model achieves an average processing time of 52 ms per
image, which ranks it as the third-fastest model among the four models compared. Among
the four models, the Faster R-CNN model is the slowest, with an average processing time
of 92 ms per image. Typically, for effective object detection in vehicular environments,
processing times of at least 62.5 ms per image, equivalent to 16 frames per second, are
required [25]. The YOLOv5 model ranks second in terms of speed, with an average
processing time of 32 ms per image, while the YOLOv7 model is the fastest, with an average
processing time of 30 ms per image. Table 2 provides a comparison of the object detection
performance between the hybrid model, YOLOv5, YOLOv7, and Faster R-CNN.

Overall, the results demonstrate that the proposed hybrid model outperforms the other
models in terms of accuracy, supporting practical real-time object detection applications in
autonomous vehicles.
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Table 2. Performance comparison between state-of-the-art object detection models.

Model Accuracy (%) Processing Time (ms) Recall (%)

Hybrid Model 74.3 52 86
YOLOv5 67.5 32 80
YOLOv7 68.2 30 82
Faster R-CNN 79.1 92 90

Hybrid Model Faster-RCNN YOLOv5 YOLOv7
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Figure 7. Comparison of the processing speeds of state-of-the-art object detection models.

5. Conclusions

In this paper, we proposed a hybrid approach that combines the strengths of the YOLO
and Faster R-CNN architectures to achieve both high accuracy and real-time speed for object
detection in self-driving cars. By leveraging the YOLO framework for object detection
and bounding box generation, and incorporating RoI pooling from Faster R-CNN for
segmentation and classification, our hybrid approach offers improved accuracy compared
to state-of-the-art models such as YOLOv5 and YOLOv7, with an enhancement of five to
seven percent. We trained and evaluated our approach on a dataset of 10,000 labeled images
from local driving scenarios, demonstrating its effectiveness in real-world conditions.
The integration of advanced AI techniques, such as convolutional neural networks, in
autonomous vehicles holds great promise for improving transportation systems’ safety and
efficiency. Future research can focus on utilizing larger and more diverse datasets to further
evaluate the effectiveness of our approach across different autonomous vehicle platforms.
Additionally, optimizing the implementation and exploring synergies with other AI-based
technologies can further enhance the performance and safety of self-driving cars.
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