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Abstract: With the expansion of the Internet of Things (IoT) and artificial intelligence (AI) technologies,
multilingual scenarios are gradually increasing, and applications based on multilingual resources are
also on the rise. In this process, apart from the need for the construction of multilingual resources,
privacy protection issues like data privacy leakage are increasingly highlighted. Comparable corpus
is important in multilingual language information processing in IoT. However, the multilingual
comparable corpus concerning privacy preserving is rare, so there is an urgent need to construct a
multilingual corpus resource. This paper proposes a method for constructing a privacy-preserving
multilingual comparable corpus, taking Chinese–Uighur–Tibetan IoT based news as an example, and
mapping the different language texts to a unified language vector space to avoid sensitive information,
then calculates the similarity between different language texts and serves as a comparability index
to construct comparable relations. Through the decision-making mechanism of minimizing the
impossibility, it can identify a comparable corpus pair of multilingual texts based on chapter size
to realize the construction of a privacy-preserving Chinese–Uighur–Tibetan comparable corpus
(CUTCC). Evaluation experiments demonstrate the effectiveness of our proposed provable method,
which outperforms in accuracy rate by 77%, recall rate by 34% and F value by 47.17%. The CUTCC
provides valuable privacy-preserving data resources support and language service for multilingual
situations in IoT.

Keywords: privacy protection; multilingual comparable corpus; Internet of Things
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1. Introduction

With the continuous development of artificial intelligence (AI) and the widespread
adoption Internet of Things (IoT) devices, the explosive growth of data generated by them
provide AI with a vast amount of real-world data [1]. AI technology supports the intelligent
analysis and provides abundant opportunities for the practical applications by the use
of corpus [2]. However, the more corpus data provided, the more privacy and security
challenges might occur during data processing and sharing [3,4]. Corpus, a set of well-
sampled and processed electronic texts, is the basic resource for studies of linguistics and
computational, especially language engineering for applications and devices in the IoT [5].
With the ever-widening coverage of IoT-related devices, the volume of data continues to
increase, while the danger to privacy security increases simultaneously [6]. Thus, while the
range of data information sources has become more extensive and precise, the involved
language communities have become more complex and are faced with the potential risk of
privacy protection. IoT devices can perceive useful multilingual data, and this information
can facilitate intelligent decision-making [7], signifying a close connection between IoT and
natural language processing. Multilingual comparable corpus, a collection of corpus data
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consisting of texts in multiple different source languages that have comparable relationships
in terms of topics or events, plays a vital role in this process. In this paper, the multilingual
corpus, which makes use of IoT-based data as corpus material source, we call multilingual
comparable corps in IoT. The challenge not only lies in delivering efficient multilingual
interaction services within these complex language communities, and in transforming IoT
data into accessible multilingual information, but most importantly, in the privacy and
security protection of multilingual comparable corpus data sharing.

The privacy-preserving challenges of data sharing among the corpus have gained
heated attention in AI and IoT [8,9]. In order to solve the privacy and security problems,
the construction method of comparable corpus in IoT should take more issues into consid-
eration, like how to protect original data values and ensure a certain level of privacy before
publicly releasing datasets [3]. Based on this attempt, the construction procedures should
ensure the security of the data source and the provability of the method. A parallel corpus
is a text pair (or pairs) set consisting of the source language text and its corresponding trans-
lated text that needs to be aligned [10]. Compared to the parallel corpus, source language
and target language texts of the comparable corpus are not strictly translatable and aligned.
The acquisition of a comparable corpus is flexible, and the means of corpus construction is
relatively convenient, so that the scale and the applied field have rapidly expanded [11],
while the risk of collecting and sharing have also increased. In addition, as an important
supplement to the parallel corpus, the comparable corpus has gradually become one of
the indispensable research contents. Up to now, the comparable corpus has been widely
used in translation equivalent extraction [12], multilingual sentiment analysis [13], machine
translation [14], cross-language information retrieval, parallel sentence alignment [15], etc.
Also, the extensive use of comparable corpora can be seen in various aspects in the IoT,
for example, smart industry [16,17], smart city [18] smart transportation, news media [19]
and so on [20,21]. With the continuous popularization and enrichment of applications on
smart terminals, the use of multiple languages is gradually increasing and has led to a
significant increase in multilingual and cross-lingual situations in IoT. However, IoT texts
are typically concise, characterized by sparse content [22] and individual information or
some sensitive information involved. When a parallel multilingual corpus is not feasible for
IoT terminal devices, a comparable multilingual corpus serves as a valuable resource [23].
At present, Chinese and English, Russian, Japanese, and Spanish are common and fre-
quently used in bilingual comparable corpora, while comparable corpora involving three or
more languages are rare, and low-resource multilingual comparable corpora are even rarer.
Although these tasks can be accomplished by using a two-by-two comparison approach
based on multiple bilingual comparable corpora, the uneven distribution of a multiple
bilingual comparable corpus and the tediousness of two-by-two comparisons greatly limit
the quality and timeliness of these tasks.

To address the challenge of the timely provision of multilingual interactive services
and to ensure the privacy and security of IoT-based information sharing in such multi-
lingual communities, the utilization of a provable method of constructing multilingual
comparable corpus becomes necessary. However, obtaining low-resource parallel corpora,
particularly those involving minority languages, remains challenging, making the construc-
tion of a multilingual parallel corpus a formidable task. For this reason, this study initiates
the construction of multilingual comparable corpora, including low-resource languages, as
a foundational step towards the future extraction of high-quality multilingual potential
parallel corpora, while also considering data-sharing privacy and security and facilitat-
ing rapid language interaction in non-strict translation scenarios. Aiming at the above
problems, this paper proposes a provable method for building and implementing a privacy-
preserving multilingual comparable corpus, involving the following steps: (1) projecting
different language news text into a unified language text vector space; (2) based on privacy-
preserving, solving the comparability problem among three or more different language
news texts in this unified vector space; (3) deciding on the comparability of the three or
more news texts based on an optimization decision mechanism with minimal impossibility
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rule. According to the previous steps, we have realized a sample of privacy-preserving
multilingual comparable corpus.

The main contributions of this paper are summarized as follows.

• We propose a similarity-based method for constructing a privacy-preserving multilin-
gual comparable corpus in IoT involving three or more languages. Currently, natural
language processing tasks often heavily rely on large-scale parallel corpora, while
resources for multilingual parallel corpora are limited. A comparable corpus serves
as a rich resource that offers indispensable supplements to parallel corpus. Previous
research has predominantly focused on constructing bilingual comparable corpora,
with little attention given to constructing comparable corpora involving three or more
languages, particularly for low-resource languages. We introduce a capable approach
to address this challenge of constructing a multilingual comparable corpus.

• We propose a decision making mechanism for comparing the comparability relation-
ships in multilingual comparable corpora. In the existing process of constructing
comparable corpora, there is limited research on decision mechanisms for compara-
bility relationships. Most of the existing research primarily focuses on calculating
the comparability between bilingual texts. However, when dealing with multiple
languages, determining the comparability relationships between texts of different
languages through simple calculations becomes challenging. Therefore, our proposed
comparability decision making mechanism effectively addresses the issue of select-
ing comparable corpus pairs that satisfy comparability relationships across multiple
languages and texts.

• The constructed corpus provides a better resource for the convenience of language
activities like multilingual language teaching, compilation of multilingual dictionaries,
cross-lingual translation studies, and a solution for the privacy and security challenges
in IoT applications. From the perspective of privacy protection, during pre-processing,
this corpus retains only elements such as titles and content, thus partially avoiding
the retention and leakage of related privacy information. Furthermore, during sharing
and using the corpus, by using the format of comparable pairs, users obtain processed
and usable corpora instead of the original ones, which to some extent protects sensitive
and personal information in the source corpus data, ensuring the privacy of the source
language corpus.

The structure of this paper is as follows: Section 2 analyses and discusses the existing
related work on construction methods and applications of privacy-preserving multilingual
comparable news corpora in IoT. Section 3 presents the proposed provable construction
method of a privacy-preserving multilingual comparable corpus in IoT. Section 4 describes
the experiments and evaluation results. Section 5 concludes the current studies and outlines
our future research directions.

2. Related Work

The related research on privacy-preserving comparable corpora in IoT can be di-
vided into two main aspects: (1) research on key technical methods for privacy-preserving
comparable corpus construction and comparability calculation, and (2) research on privacy-
preserving multilingual comparable corpus applications in different occasions. IoT is a
concept that aroused scholars’ interest in 2018 [1,2], and which integrated variations of
computing devices with different components for seamless connectivity and data transfer,
including wearable devices [22], smart home appliances [24], IoT forensics [25], and appli-
cations for news broadcast and smart news media [26,27]. Since data have been gained and
transferred more easily in the background of IoT, privacy and security are increasingly vital.

2.1. Methods of Privacy-Preserving Multilingual Comparable Corpus Construction and
Comparability Calculation

A comparable corpus, as one of the important data resources and contents of corpus
research, plays a more important role in linguistic research, especially in the related pro-
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cessing of low-resource languages for smart devices in multilingual communities. And,
the privacy and security of these data sources should be ensured. The relevant research
on provable construction methods of privacy-preserving comparable corpora have been
carried out at home and abroad [8], with the following three main methods: that based
on word frequency distribution [28], that based on feature distribution, and that based
on cross-lingual retrieval; e.g., D. Langlos et al. [29] used a cross-page semantic feature
approach to obtain Arabic, English and French data and constructed a trilingual corpus,
but the capacity of the corpus was comparably small, with only 305 comparable corpus
pairs, and they ignored the privacy-preserving issue. The web-based construction method
is a basic resource of comparable corpora, which mainly includes news websites; e.g., Yuan
Wei [30] built a Chinese–Russian comparable news corpus by acquiring news corpora
through the Xinhua website. Some other scholars focused on Wikipedia’s corpus construc-
tion and some professional comparable corpus constructions based on domain websites.
Based on previous studies, due to the time-consuming and laborious basic work of corpus
construction, there are few self-built comparable corpora, and most of the comparable cor-
pora are derived from off-the-shelf open source data. The data of comparable corpora based
on existing corpora has limitations in specific domains and specialization, especially in
specific domains such as the translation of classical works, simultaneous interpretation, and
language teaching. There are limited existing multilingual comparable corpora accessible
as a data set for a training model for IoT applications.

To satisfy the need for the privacy-preserving of corpus data, there are some methods
proposed by scholars. When collecting and using these corpus data, problems related
to privacy and security may arise. In response to this, some scholars have proposed
data desensitization, encryption, and user authorization agreements. Data desensitization
mainly involves replacing, masking, and confusing sensitive information, as well as using
methods such as differential privacy [31] to minimize the risk. In the process of privacy-
preserving comparable corpus construction, the establishment of comparable relations is
also an essential part; meanwhile, comparability can be defined as the degree of similarity
to some extent. Many scholars believe that comparability should satisfy the similarity
between two comparative documents in terms of text length, style, domain, and temporal
distribution. For example, Tan et al. [32] propose a method to calculate the similarity
of bilingual sentences between Chinese and Lao by taking textual features such as parts
of speech and numerical co-occurrence into consideration. At present, the classification
methods of calculating the text comparability of monolingual and multilingual corpora
that are more recognized by most scholars include the string-based method, dictionary-
based method, corpus-based method, knowledge-based method, and hybrid methods [7].
Among them, multilingual comparability calculation can be carried out by dictionary-
based methods [33], usually measured by the Jaccard similarity index [34], minimum edit
distance algorithm, Dice coefficient [35], and other calculation methods, whose core idea
is to transform the text similarity problem into a problem of collection by calculating the
matching degree of terms directly through dictionaries. In recent years, scholars have
started to apply neural networks to the field of natural language processing and have
proposed neural network language models, of which word vectors are one of the methods
of the research process of neural network language models. Word vectors represent text,
words, sentences, paragraphs, and chapters as vectors, and they obtain the correlation
between words by calculating the similarity between word vectors [25]. When bilingual
or multilingual text is involved, translating source text into one unified language and
converting it into vector space for similarity calculation has also become one of the methods
for the comparability solving of comparable corpora [36].

Table 1 presents methods of privacy-preserving multilingual comparable corpus con-
struction and comparability calculation. We develop our approach following the trends
highlighted in the above review.
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Table 1. Methods of Privacy-Preserving Multilingual Comparable Corpus Construction and Compa-
rability Calculation.

Paper Summary

[28] Construct comparable corpus based on word frequency.

[29] Construct trilingual comparable corpus based on cross-lingual retrieval,
but ignore low resource languages.

[30] Web-based construction method is employed to construct Chinese–Russian
new comparable corpus.

[32,33] Calculate comparability by taking textual features and dictionary-based
methods.

[34,35] Compute Jaccard similarity, minimum edit distance, and Dice coefficient as
comparability index

[25,36] Calculate the similarity between word vector.

Our study We employ a news web-based construction method to gain source material
and calculate comparability among multilingual news texts in a unified
victor space.

2.2. Applications of Privacy-Preserving Multilingual Comparable Corpus in IoT

Many previous studies have found the close relationship between IoT data sharing
and data privacy protection. Currently, the focus on data privacy protection is mainly
in specific areas, such as the data analysis of patient conditions in the medical field [37],
industry information [4] and data protection in the railway transportation sector [29]. There
is relatively less coverage of privacy protection concerning multilingual data based on
IoT news. The comparable corpus has gradually become an irreplaceable part due to its
simple access and wide application; meanwhile, the privacy and security of multilingual
comparable corpora has become an unavoidable part among data sharing and applications.
Its applications are mainly focused on the following aspects: linguistic research mainly
including the analysis of the translation skills, and comparative linguistic research [38].
Regarding computational research, its application is always about machine translation [39]
and smart applications or devices in the IoT. Specifically, with the help of the IoT, news
media has changed a lot involving the integration of media with big data technologies. At
the same time, the danger of lost private information and sensitive data in IoT devices of
various types, along with the valuable information they provide, have become integral
to news reporting, particularly in the coverage of sudden news events [19,23]. Currently,
news generated through IoT information has become commonplace, encompassing envi-
ronmental monitoring, public service, and investigative news. In the current practical news
application in the IoT, various multilingual scenarios arise, including traffic information
broadcasting, emergency event reporting, and applications related to natural disasters.
For example, taking vehicular networks as an example, Chang and Pan [39] propose a
real-time dynamic news pattern concerning a vehicle traffic dynamic information network
model and the IoT news reflecting traffic conditions, which can report congestion and
complex road conditions, enabling individuals to decide whether to queue on the road,
while vehicles can plan their routes based on the complexity of the ground road situation.
Also, in Wang’s [40] study, they collected data from Chinese news organizations to analyze
the impact of the IoT on news media, which improved the security, team collaboration,
high-speed network access, and public accessibility.

In O’Shaughnessy and Lin’s study [3], they propose research on privacy protection
practice for data mining with multiple data sources, putting forward a framework for re-
constructing data and putting it to use in data clustering projects. Leveraging the IoT, infor-
mation collection can be conducted at any time, from anywhere, using various devices, and
through any transmission channel, which shows the necessity of privacy-preservation [6].
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Consequently, news content automatically or semi-automatically includes text, pictures,
audio, and video, before being stored. During this process, a comparable corpus is useful
for information processing. In spite of the above occasions, a comparable corpus also can
be extended to a multilingual situation, which is very useful in many IoT applications,
such as language education, automatic translation and transcription, and multilingual cus-
tomer service [24,40] like subway broadcast [41,42] and so on; for example, Duan et al. [22]
propose an attempt at smart education for professional English teaching and provide a
new teaching environment by designing different data transmission channels to improve
applicability at different learning stages with the help of the IoT. However, most of the
existing applications of the IoT involve general languages like English or Chinese, while
fewer involve low-resource languages, and the development of foundational resources for
multilingualism remains limited.

Table 2 shows the existing research on applications of multilingual comparable corpora
in the IoT, including the privacy-preserving aspects in the above review.

Table 2. Applications of Privacy-preserving Multilingual Comparable Corpus in IoT.

Paper Summary

[3,6,22] Privacy protection practice for data mining and construction cor-
pus for multiple data clustering; multilingual comparable corpus
used in language teaching; evaluation of privacy-oriented corpus
by use of text anonymization.

[4,8,30,36] Privacy protection for medical data, industry data and railway
data, less coverage of multilingual comparable data in IoT.

[12,13,22,38–40,42] Multilingual comparable corpus used in machine translation, sen-
timent analysis; IoT-based corpus used in smart education; IoT-
based data used in news media;

[36,43–45] These studies focus on bilingual (common languages) comparable
corpus; however, they do not mention multilingual, especially
low-resource language comparable corpora.

Our study We focus on the construction of three or more language comparable
corpora that also meet the needs of privacy protection, which can be
used in related multilingual situations, including all above aspects.

When discussing the languages involved in a comparable corpus, the existing foreign
comparable corpus research focuses on the construction of common languages, and the
comparable corpus has been built between Chinese and Thai, Cambodian, Vietnamese,
Burmese, Russian and other languages along the Belt and Road [43]. However, there
have been limited studies on low-resource languages, including ethnic language corpora
involving a comparable corpus. Existing research mainly focuses on the construction and
application of a monolingual or parallel corpus [36,44]. The current presentation of the
ethnolinguistic corpus is mostly phonetic [45], textual, and a few multi-modal datasets, and
the granularity of the corpus is mostly at the syllable, phoneme, word, or sentence level,
with less research on chapter-level granularity and involving the linguistic information
processing level of the corpus or database, and there is a deficiency in the design of shared
applications of corpus resources.

In the context of the ongoing advancement of the IoT and news, facilitating the
efficient exchange of barrier-free information in different (including ethnic) languages and
ensuring the privacy and security of information play a crucial role in both production and
daily life. Given this significance, the construction and utilization of privacy-preserving
multilingual comparable corpora hold immense importance. Thus, this study aims to
propose a provable method for constructing a privacy-preserving multilingual comparable
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corpus within the IoT context and takes Chinese, Uighur, and Tibetan news as examples to
verify its availability.

3. The Construction Method of Privacy-Preserving Multilingual Comparable Corpus

This study aims to propose a provable construction method for a privacy-preserving
multilingual comparable corpus. As we mentioned before, our method has applied a
web-based construction approach to gain corpus material. Before we discuss the main steps
of our method, we describe the former procedures for gathering multilingual raw material
and pre-processing a raw corpus in Figure 1:

Figure 1. The pre-processing process of privacy-preserving multilingual comparable corpus.

In this part, we only choose three languages as a sample; in practical application, we
can add more than three languages. Based on the former step, we have attained a unified
language-described raw corpus. Our method consists of the following parts: (1) in order to
efficiently calculate the comparability and ensure the privacy of the three different original
language news data, we first embed the three or more different original language texts
into the text vector space described in the unified language to form the corresponding
embedded text vectors; (2) in the text vector space described in the unified language, we
calculate the comparability between each pair of triplets with corresponding embedded
text vectors; (3) based on the result of the comparability calculation in the procedure (2),
we use a minimization principle based on impossibility to decide whether the triplet is a
comparable pair; if they are comparable, they can be entered into the comparable corpus;
otherwise, they are discarded. Each component of the construction method is described in
detail below. Figure 2 shows all of the process and possible application situations in detail.

Suppose that C = {C1, C2, . . . , CK} , U = {U1, U2, . . . , UM} , T = {T1, T2, . . . , TL}
denotes the language C(C), language U(U) and language T(T) raw news collections
respectively, where Ck(k ∈ [1, 2, . . . , K]) denotes the number kth document in the C raw
news text collection, K denotes the number of documents; Um(m ∈ [1, 2, . . . , M]) denotes
the number mth document in the U raw news text collection, M denotes the number of
documents; Tl(l ∈ [1, 2, . . . , L]) denotes the number lth document in the T raw news text
collection,and L denotes the number of documents. Our task is to construct a multilingual
comparable corpus of language C, U and T(CUTCC), in other words, construct CUTCC =
{(Cik, Uim, Til)}N , where Ck , Um and Tl respectively denote the number Kth document in
the raw C news text collection, the number mth document in the raw U news text collection,
and the number lth document in the original T news text collection occurring in the CUTCC
as the number i record, and they are comparable.
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Figure 2. The construction framework of privacy-preserving multilingual comparable corpus.

3.1. Privacy-Preserving Text Embedding under the Unified Language

When the data access is no longer under the control of the data owners, there are
potential threats to data security and privacy. Multilingual scenarios become more and
more common, and multilingual data sharing is faced with the risk of being cross-lingual.
In this paper, we use C as the unified language description, Um, Tl raw news have been
translated into C documents UCm and TCl respectively. In general, Ck, UCm and TCl are
composed of a number of sentences, and each sentence is composed of many words. In
order to ensure the security of the source data and calculate the similarity between a triplet
(Ck, Um, Tl) of a raw news data collection, we first embed this triplet (Ck, Um, Tl) into the
text vector space of the unified language description [46]. We cascade the sentences in the
text in accordance with their physical location in the document to form a sequence of text
in words. And, CWk, UCWm and TCWl can then be described by Equations (1)–(3).

Ck
Identify−−−−→ Ck

Concatenate−−−−−−→ CWk =
{

WCk
1 , WCk

2 , . . . . . . WCk
MN

}
(1)

Um
Translate−−−−→ UCm

Concatenate−−−−−−→ UCWm =
{

WUCm
1 , WUCm

2 , . . . . . . WUCm
MN

}
(2)

Tl
Translate−−−−→ TCl

Concatenate−−−−−−→ TCWl =
{

WTCl
1 , WTCl

1 , . . . . . . WTCl
MN

}
(3)

In the Equation above, where MN stands for the maximum number of words in
Ck, UCm and TCl , the insufficient part can be padded.

Given that the vector space embedding [47] matrix of the uniform language description
of the text is Q (obtained by training, so that CWk, UCWm and TCWl , can be converted into a
set of embedding semantic vectors CEk, UCEm and TCEl by Equations (4)–(6), respectively,

CEk = QT × CWk (4)

UCEk = QT ×UCWm (5)

TCEl = QT × TCWl (6)

where CEk =
{

ECk
1 , ECk

2 , . . . . . . , ECk
QN

}
, UCEk =

{
EUCm

1 , EUCm
2 , . . . . . . , EUCm

QN

}
, TCEl ={

ETCl
1 , ETCl

2 , . . . . . . , ETCl
QN

}
QN stands for the Columns of the matrix Q.



Mathematics 2024, 12, 598 9 of 19

Through Equations (1)–(6), we embed C = {C1, C2, . . . , CK}, U = {U1, U2, . . . , UM}
and T = {T1, T2, . . . , TL} which denote the sets of Chinese, Uighur and Tibetan raw news
texts, respectively, into the text vector space described by the unified language, forming the
set of embedded semantic vector groups as follow:

C =


C1
C2
. . .
CK


identify & concatenate & embedding−−−−−−−−−−−−−−−−−−→ CE =


CE1
CE2
. . .
CEK


U =


U1
U2
. . .
UM


translate & concatenate & embedding−−−−−−−−−−−−−−−−−−→ UCE =


UCE1
UCE2
. . .
UCEM


T =


T1
T2
. . .
TL


translate & concatenate & embedding−−−−−−−−−−−−−−−−−−→ TCE =


TCE1
TCE2
. . .
TCEL


3.2. Calculation of Privacy-Preserving Multilingual Text Comparability

Protecting the privacy and security of the corpus ensures that data are used within
a legal, reasonable, and transparent framework. This helps prevent data misuse, protect
user rights, and promote sustainable data innovation and research. Based on this, the key
issue in constructing a privacy-preserving multilingual comparable corpus and ensuring
its security is how to calculate the comparability of different corpus texts. In this paper, the
similarity degree is used as an evaluation index for the comparability between two or more
different texts. Therefore, the solution of comparability in this paper is essentially oriented
toward the calculation of the similarity between C, U and T texts in pairs. The methods
and steps adopted are as follows:

Let pqi
q (q ∈ (1, 2, 3)) stand for CEi, UCEi and TCEl , where, q = 1 stands for CE,

q = 2 stands for UCE, q = 3 stands for TCE. We defined Suivi
uv as the union of pui

u and pvi
v ,

u ̸= v ∈ q. Supposing that the length of the Suivi
uv is Luv, ty(y ∈ (1, 2, . . . , Luv)) represents

the number yth elements of Suivi
uv , the count vector of pvi

v and pvi
v can be defined as follows:

FS
uivi
uv

u =
[
npui

u (t1), npui
u (t2) . . . . . . npui

u (tLuv)
]

(7)

FS
uivi
uv

v =
[
npvi

v (t1), npvi
v (t2) . . . . . . npvi

v (tLuv)
]

(8)

In Suivi
uv , where npui

u
(
ty
)

stands for the frequency of the number yth character occurring
in pui

u ; npvi
v
(
ty
)

stands for the frequency of the number yth character occurring in pvi
v .

Then, the similarity value Sp
vi
v

p
ui
u

[35,48,49] between CEi, UCEi and TCEi can be calculate by

Equation (9):

Sp
vi
v

p
ui
u
=

FS
uivi
uv

u ⊙ FS
uivi
uv

v∥∥∥∥FS
uivi
uv

u

∥∥∥∥× ∥∥∥∥FS
uivi
uv

v

∥∥∥∥ (9)

where ⊙means vector inner product operating, ∥.∥means vector norm operating.

3.3. The Decision Making Mechanism of Privacy-Preserving Multilingual Comparability

Based on the privacy-preserving of corpus data sharing, using comparable pairs can
keep the true value of a corpus and ensure the security of the source data. In order to
figure out proper comparable pairs for private data sharing, this section aims to point out a
decision making mechanism of privacy-preserving multilingual comparability between
different news texts. According to Equations (7)–(9), the similarity Spv

pu between CEi , UCEi
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and TCEi can be calculated, and 0 ≤ Spv
pu ≤ 1. When 0 ≤ Spv

pu ≤ 1, it means that the
documents pu and pv are not similar, in other words, they are not comparable; when
0.5 ≤ Spv

pu ≤ 1, it means that the documents pu and pv are similar, in other words they are
comparable; when Spv

pu = 0.5, it is difficult to decide whether the documents pu and pv are
similar or not. Therefore, the similarity degree of 0.5 becomes a key point to determine
whether two documents are similar or not. In this study, the impossibility minimization
principle is adopted, and the similarity degree of 0.5 is chosen as the threshold value for
determining the comparability of two documents; i.e., when the similarity degree is higher
than 0.5, the two documents are determined to be comparable; otherwise, they are not
comparable. The corresponding decision making process is as follows:

1. Choose one piece of Chinese news i from CE randomly, and search the proper news
UCEj that matches the maximum similarity in the corpus UCE

Sp
pj
v

p
ui
u
= max

vb∈(1,2...M)
Sp

pb
v

pu (10)

2. Aim at the number jth piece of news in UCE, search for the most similar news TCEl
in TCE.

Sp
vl
v

p
ui
u
= max

vb∈(1,2...M)
Sp

vb
v

p
ui
u

(11)

3. Calculate the similarity value of the number ith piece of Chinese news and the number
lth Tibetan news,

Sp
vl
v

p
ui
u
=

FS
uivl
uv ⊙FS

uivl
uv

v
u∥∥∥∥FS

uivl
uv

u

∥∥∥∥× ∥∥∥∥FS
uivl
uv

v

∥∥∥∥ (12)

4. The rule of similarity decision making mechanism: Sp
vj
v

p
ui
u
∩ Sp

vl
v

p
ui
u
∩ Sp

vl
v

p
ui
u
≤ 0.5, if it fits

the conditions, then skip to procedure (6);
5. The number ith piece of news in news corpus C, the number jth news in news corpus

U and the number lth piece of news in news corpus T form a comparable corpus pair
and are entered into the final C-U-T comparable corpus. Delete the ith piece of news
from C, the jth news from Uand the lth news from T.

6. Finish repeating procedure (1)–(5) until all news in the corpus are comparable.

We outline the main procedures of our proposed method in the following Algorithm 1:

Algorithm 1 Algorithm describing the forward steps of constructing multilingual compara-
ble corpus.

Input: Root directory path rootDir
Output: A list of qualified file groups

1: Initialize resultList as an empty list
2: dirList← Get all sub-directory paths within rootDir
3: Assign C, T, U ← dirList[0], dirList[1], dirList[2]
4: for all file f c in directory C do
5: for all directory dir in [T, U] do
6: Initialize qualifiedList as an empty list
7: for all file f in directory dir do
8: similarity← Compute cosine similarity between contents of f c and f
9: if similarity > 0.5 then

10: Append f to qualifiedList
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Algorithm 1 Cont.

11: end if
12: end for
13: if dir is T then
14: q ListCT← qualifiedList
15: else
16: q ListCU← qualifiedList
17: end if
18: end for
19: for all file ft in qListCT do
20: for all file f u in qListCU do
21: s← Compute cosine similarity between contents of f t and f u
22: if s > 0.5 then
23: Compute similarities Vc−t, Vc−u, and Vt−u for pairs ( f c, f t), ( f c, f u),

and ( f t, f u) respectively
24: resultTuple← ( f c, f t, f u, Vc_t, Vc_u, Vt_u)
25: Append resultTuple to resultList
26: end if
27: end for
28: end for
29: end for
30: Record resultList to a file

4. Experiments and Results
4.1. Experimental Environment

The hardware environment for the experiments consists of a server with a 32G Tesla
V100 graphics card, two Xeon 4210R CPUs and 128 G of RAM. The software environment
used for the experiments and evaluation is as follows: Ubuntu 18.04 for the server oper-
ating system, Scrapy for the crawler architecture, Beautifulsoup for the HTML parsing
and analysis tool, Niutrans (https://niutrans.com/, accessed on 30 August 2022) for the
translation toolkit, Simtext for the similarity calculation toolkit. The development software
is Python 3.6.

4.2. Data Preparation for Privacy-Preserving Multilingual Comparable Corpus

IoT provides massive data support to implement smart services related to corpora,
like new broadcasting that often aggregates source data from numerous sensors, such as
disaster warnings, disease surveillance data, etc. Due to considerations of data security,
currently, there is limited availability of open data for individuals to access news data from
mobile sensors, satellite remote sensing sensors, and wearable sensor devices [19]. With the
intelligent development of mainstream media, there has also been effective coordination
between AI, IoT, and other technologies in the collection of news data, enabling real-
time intelligent mining and collection. However, unprocessed IoT news texts frequently
encounter challenges like shorter text length and sparse features. Therefore, in order to
enhance the capability of the proposed model and ensure the security and standardization
of the data, the news data in this study is sourced and collected from news data generated
by IoT devices. News texts are public, authentic, pertinent, timely and declarative in style
to facilitate the processing of information in the text. In addition, compared to literature,
news texts are larger and more thematically rich, have a clear timeline and location source,
and are more likely to be of common interest to speakers of different languages. Based
on these features, this study chooses news texts as its research material. To ensure the
authority, authenticity and comprehensiveness of the corpus for this study, Chinese, Uighur
and Tibetan online news published by People’s Daily Online, Tianshan News and China Tibetan
News are selected as the resource of the corpus.

The data in a news corpus may contain sensitive information, such as personal infor-
mation, location, political or economic data. If this data is leaked or misused, it may lead to

https://niutrans.com/
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potential privacy protection problems. Therefore, protecting the privacy and security of
the corpus during data acquisition, storage, and processing is necessary to prevent these
risks. Although the data in our research were collected from news websites, we still need
to be concerned about security and privacy protection. The final raw corpus results consist
of 24,571 news texts in Chinese; 18,858 news texts in Uighur; and 26,388 news corpora
in Tibetan, and a total of 69,817 news texts, including six categories such as economy,
society, emergencies, and so on. Currently, there are 3534 pairs of Chinese–Uighur–Tibetan
comparable corpora available. Given the limited availability of multilingual comparable
corpora, it is impractical to directly evaluate and compare the quality of diverse ethnic
multilingual comparable corpora; in this study, we take 50 pairs of privacy-preserving
CUTCC comparable corpora randomly as the experimental data set.

4.3. Metrics

In order to evaluate the validity of the construction methods of a privacy-preserving
multilingual comparable corpus, we take [50] as comparative experiments, and we employ
accuracy, recall, and F1 score as evaluation metrics for the models. As for the quality our
multilingual comparable corpus, we take Ning’s study [43] as a comparative example
to verify.

The main idea of the corpus word feature evaluation method is to evaluate the overall
comparability based on words extraction as their features, with reference to accuracy rate,
recall rate and F-value as evaluation metrics, where accuracy represents the proportion
of co-occurring (correct) words among all words; recall is the proportion of co-occuring
(correct) words among all words in the corpus; and F-value is the summed average of the
accuracy and recall rates. The specific corresponding Equation is as follows:

P =
correctly words

the number of all extract words
(13)

R =
correctly words

total words
(14)

F =
P× R× 2

P + R
(15)

From the perspective of privacy-preservation, comparable pair can be regarded as one
of the methods of substitution in the process of data sharing de-identification. Compara-
bility is an important metrics for the internal evaluation of a comparable corpus, where
“comparability” is quantified as the degree of similarity between specific texts in terms of
title, time, genre, grammatical morphology, semantic content and semantic features [17].
Given the dearth of multilingual comparable corpus, particularly for low-resource lan-
guages, direct assessment and comparison of different multilingual comparable corpora
becomes challenging. The aim of this study is to assess the similarity by calculating between
randomly selected pairs of the CUTCC using the methodology proposed in [31]. In order
to conduct a comparative experiment, a sample of 50 CUTCC comparable pairs is utilized.

4.4. The Realization of Privacy-Preserving Multilingual News Comparable Corpus
4.4.1. Chinese–Uighur–Tibetan Data Collecting and Processing

In Chinese context, an ethnic area is always faced with multilingual and multicultural
occasions in order to solve cross-lingual communication and security protection of infor-
mation exchange problems, so in our study, we take Chinese, Uighur and Tibetan as an
example to describe our construction method. To ensure the source data’s value and safety,
the multilingual news source is stable from the official website, including People’s Daily
Online, Tianshan News and China Tibetan News and so on. The specific collection process and
steps are as follows (see also in Figure 3):

Firstly, the data capture crawler software (DCCS) is developed under the Scrapy
framework; the pre-defined news websites used this tool to obtain all the web pages that
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meet the time interval requirement (the time interval of the news reports selected in this
paper is 1 January 2019–1 August 2023.)

Using the BeautifulSoup tool in the Python library to parse and analyze the HTML of
the obtained web pages, extracting core information such as title, content, time and location.

Figure 3. The main steps of news data collection.

Preprocess the acquired text, mainly including corpus standardization, using Notepad++
software to convert the original corpus to UTF-8 encoding format. The corpus cleaning
session mainly removes data tags, emojis and other redundant symbols other than text in
the corpus. The preprocessing of the corpus is completed to form the original datasets of
the Chinese, Uighur, and Tibetan news corpora, respectively denoted as C, U, and T. The
titles are used as the document names and chapters as alignment units. The specific data
formats and included information are shown in Table 3.

Table 3. Original Chinese–Uighur–Tibetan news data set format.

Storage
Format Title Source Content Time Location

.txt - http://politics.people.com.cn/n1/
2021/0119/c1001-32005216.html - - Year -Month -Day: - -

Based on the construction idea proposed in this study, the problem of preserving
privacy and calculating the comparability of cross-language texts can only be solved by
translating the original Uighur and Tibetan news corpus documents in into corresponding
Chinese translated texts, so further processing and analysis of the original corpus data
set is required. By means of machine translation and comparable pairs, identification not
only avoids the issue of misuse of source language data due to language barriers, but
also ensures the usability of the data in the application process. In this study, Niutrans
(https://niutrans.com/, accessed on 1 October 2023) is used to translate the original news
corpus documents from the Uighur and Tibetan languages into corresponding Chinese
translated news corpus texts, denoted as UC and TC, respectively. In order to ensure
the high quality of the corpus and minimize information loss resulting from machine
translation, this study randomly selected 100 Uighur and Tibetan news texts for the manual
evaluation of the machine translation. The results demonstrate commendable usability,

http://politics.people.com.cn/n1/2021/0119/c1001-32005216.html
http://politics.people.com.cn/n1/2021/0119/c1001-32005216.html
https://niutrans.com/
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indicating that Niutrans can be employed as an experimental machine translation tool with
the format of the translated corpus data set.

4.4.2. The Construction Results of Privacy-Preserving Chinese–Uighur–Tibetan
Comparable Corpus

After completing the above-mentioned corpus collection and processing, the following
steps are constructed, and the results of this study are derived according to the design
methodology and ideas of this study:

Using Equations (1)–(6) to cascade documents C, UC and TC, as well as semantically
embed, we form the set of semantic embedding vectors CE, UCE and TCE, which are
under a unified language description.

According to Equations (7)–(9), we calculate the similarity values between CE, UCE
and TCE in pairs.

Based on the previous similarity results among CE, UCE and TCE, the compara-
ble corpus can be constructed by using Equations (10)–(12) to make decisions on their
comparability between corpus.

Through the above process and processing steps, the construction of a privacy-
preserving comparable corpus of Chinese–Uighur–Tibetan news is completed. The corpus
consists of two aspects: the first is the original corpus data set, which contains three folders,
each containing several documents in txt format; the second is the comparable corpus data
set, which is mainly stored in the form of comparable corpus pairs, i.e., Chinese, Uighur and
Tibetan news texts satisfying the comparable relationship and are formed into a searchable
triad according to their serial numbers in the original corpus data set. A searchable triad, a
triplet (C3, U3, T3), is formed by the Chinese third news item, the Uighur third news item
and the Tibetan third news item, and each comparable pair is numbered in the order of
calculation and decision generation. There may be a one-to-one correspondence between
them or a one-to-many relationship. The specific data formats are shown in Table 4 below.

Table 4. CUTCC data format.

ID Language Title Content Location Time

CUTCC3

Chinese
{

C1, C2,
. . . , CK

} {
C1, C2,
. . . , CK

}
- - Year - Month - Day: -

Uighur
{

UC1, UC2,
. . . , UCM

} {
UC1, UC2,
. . . , UCM

}
- - Year - Month - Day: -

Tibetan
{

TC1, TC2,
. . . , TCL

} {
TC1, TC2,
. . . , TCL

}
- - Year - Month - Day: -

For the convenience of facilitating the reading and understanding of a wider audience,
this study expresses the sample of privacy-preserving multilingual comparable corpus
pairs, with the source languages being Tibetan, Uyghur, and Chinese in English. However,
the actual texts presented in the corpus still consist of the source texts in multiple languages
and their corresponding Chinese translations. The specific examples can be seen in Table 5.

In order to demonstrate the feasibility of the proposed research method, a limited
time period has been devoted to constructing a multilingual comparable corpus. Currently,
there are 3534 pairs of Chinese–Uighur–Tibetan multilingual comparable corpora available.

4.5. Evaluation Results

To protect the privacy and security of the corpus, commonly used methods include
anonymization and de-identification, in addition to which the use of data anonymization
methods, such as deleting or replacing personal identifying information, can reduce the
risk of data identification. In this study, we aim to evaluate the quality of the corpus
that is realized by using the privacy-preserving comparable corpus construction method.
External evaluation refers to the indirect measurement of corpus quality by measuring
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Table 5. CUTCC comparable pair (sample).

ID Language Title Content Location Time

CUTCC3

Chinese
A 5.1 magnitude earthquake oc-
curred in Taitung County, Tai-
wan, with a focal depth of 10 km.

According to the China Earthquake Networks
Center, it has been officially determined that a
5.1-magnitude earthquake occurred in Taitung
County, Taiwan at 09:56 on 4 April, with a focal
depth of 10 km.

Taitung
County,
Taiwan,
China

4 April,
09:56.

Uighur
A 5.1 magnitude earthquake oc-
curred in Taiwan County, with a
focal depth of 10 km)

According to the China Seismological Net-
work, a 5.1-magnitude earthquake was offi-
cially determined to have occurred in Taitung
County, Taiwan at 09:56 on 4 April. The earth-
quake had a focal depth of 10 km.

Taitung
County,
Taiwan

Province,
China

9:56 on
4 April,

Tibetan
The focal depth of the M 5.1
earthquake in Taitung County,
Taiwan Province is 10 km

According to China Seismological Network,
China Seismological Network officially deter-
mined that at 09:56 on 4 April, a 5.1-magnitude
earthquake occurred in Taitung County, Tai-
wan Province, with a focal depth of 10 km.

Taitung
County,
Taiwan,
China

At 9:56,
4 April.

the usefulness of the corpus in specific applications, while internal evaluation refers to
the direct measurement of the corpus using its internal features, including lexical features,
word sequence features, and linguistic morphological features [42,44]. In this study, we
compared our proposed model with the baseline model, and the evaluation results are
as follows:

Due to the lack of privacy-preserving multilingual comparable corpus datasets, it
is hard to directly assess and compare the quality of multilingual comparable corpora
among different ethnic groups [50], so we make use of the analogy method with other
existing bilingual corpus. We compare the CUTCC model with the benchmark model
to measure the usability of the CUTCC built in this research. As shown in Table 6, the
evaluation results showed that the accuracy rate of the CUTCC reached 77%, the recall
rate was 34% and the value reached 47.17%, which also reached a good level of quality
compared to the other bilingual corpus. The internal analysis of linguistic features not
only confirms the existence of comparable relationships between the Chinese, Uighur and
Tibetan news corpus, but also indicates that the comparability of this corpus is high and
stable, leading to better use and a wider application range. Analysis of the comparative
experiments results in Table 6 also reveals that the R value of the proposed model performs
lower than baseline model, which may owe to the original texts with varying lengths. The
Chinese–Uighur–Tibetan news collected for this study mainly from IoT news, which are
typically concise [23] and characterized by sparse content. Additionally, there are variations
in the distribution of topics, with IoT news primarily covering themes related to natural
disasters and transportation. Moreover, the multilingual news corpus also exhibits uneven
distribution. In future improvement efforts, this study will comprehensively consider the
collected raw data and enhance the capabilities of the model.

Table 6. The evaluation results.

Metrics P R F

Baseline 43.18% 38% 40.42%
CUTCC 77% 34% 47.17%

As for the comparability parameter, due to the small number of open datasets that can
be directly used to evaluate multilingual comparable corpus at this stage, this study uses
the internal evaluation method to evaluate the Chinese–Uighur–Tibetan News Comparable
Corpus, which is conducted through the word feature description of the corpus. The quality
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of the corpus was assessed on the basis of the Jaccard similarity value, including seven
static metrics, and the results are shown in Table 7 below:

Table 7. The Jaccard metrics evaluation results.

Metrics Jaccard

Dispersion Variance 0.0123
Standard Deviation 0.1109

Range 0.376
Central Tendency Mean 0.704

Median 0.734
Mode 0.684

Location Max 0.922
Min 0.546

In terms of privacy-preserving, during the data sharing process, how to ensure the
quality of data as well as its security is an essential part of the evaluation. The Jaccard
similarity value is commonly used to measure the similarity of two collections, with a
higher Jaccard value indicating a higher level of similarity. As can be seen in Table 7 above,
by calculating the intra-corpus Jaccard index, the mean value of 0.704, median value of
0.734 and mode value of 0.684 indicate that the overall corpus has reached a high level of
comparability. From the perspective of statistics of data dispersion, the variance, standard
deviation and range value of evaluation comparable corpus pairs’ Jaccard similarity (0.0123,
0.1109, 0.376) is small, indicating that the level of comparability between comparable
pairs within the overall corpus is not only consistently high, but also tends to be stable,
thus making the usability of this comparable corpus better. From the perspective of the
distribution of the evaluation data’s location, the highest similarity value reaches 0.922
for the Chinese–Uighur–Tibetan comparable corpus pairs, indicating that there are texts
with high correspondence in the comparable corpus pairs, which can be used as potential
multilingual parallel corpora, as well as potential multilingual inter-translation texts [42].
Through further processing and research on the low-resource corpus, they can be expanded
to a certain extent to achieve data widening.

The above assessments show that, despite the difficulty of constructing a privacy-
preserving multilingual comparable corpus, the corpus obtained in this study has achieved
a high proportion of comparability among texts, which to a certain extent supports the
efficiency of our proposed method in multilingual comparable corpus constructing and
comparable relationship decision mechanisms proposed in this study. Also, the security
and privacy of the corpus have been protected. On the basis of privacy protection, in order
to better compensate for the lack of ethnolinguistic databases, we will further develop a
web page system in the future not only for remote reviewers, but also for related scholars
to conduct further research. Furthermore, future work will be undertaken to develop a
monitoring corpus and a refresh multilingual corpus in real time for the further use of more
IoT devices and applications.

5. Conclusions

This paper proposes a method for constructing a provable privacy-preserving mul-
tilingual news comparable corpus based on web crawler technology. We apply a unified
vector space model to calculate comparability and select high-quality comparable pairs.
The proposed method is feasible in practice and has resulted in the construction of a
privacy-preserving Chinese–Uighur–Tibetan news comparable corpus with a high level
of comparability as a sample. To reinforce information security during the corpus con-
struction and data sharing, the method incorporates a translation process and comparable
pair substitution, which provides a way of protection and ensures the privacy of mul-
tilingual raw information, thus addressing the identified threats. The construction of a
comparable corpus of Chinese–Uighur–Tibetan news is not only important for the study of
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low-resource languages like ethnic language translation and natural language processing,
but will also be of great significance for the privacy-preserving multilingual language
service and IoT applications.

However, this study still has some disadvantages. In the construction, the machine
translation part requires manual proofreading and expert intervention to some extent,
which can further enhance its intelligence and accuracy. In addition, the calculation of
comparability between trilingual or even multilingual data involves a large amount of
computation, resulting in a lengthy construction time. These disadvantages will also
become the focus of our future work. In future work, the issues of data privacy and security
will receive widespread and significant attention. With the help of privacy-preserving
multilingual corpus resources, IoT applications and devices will be able to provide much
more multilingual user facility, assistance and comfort in complex situations and keep the
security of information by enhancing the quality and variety of generated data.
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