
Citation: Yang, Y.; Chen, T.; Zhao, L.

From Segmentation to Classification:

A Deep Learning Scheme for Sintered

Surface Images Processing. Processes

2024, 12, 53. https://doi.org/

10.3390/pr12010053

Academic Editors: Dapeng Zhang,

Qiangda Yang and Yuwen You

Received: 4 December 2023

Revised: 15 December 2023

Accepted: 20 December 2023

Published: 25 December 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

processes

Article

From Segmentation to Classification: A Deep Learning Scheme
for Sintered Surface Images Processing
Yi Yang 1,2,† , Tengtuo Chen 1,† and Liang Zhao 3,*

1 School of Reliability and Systems Engineering, Beihang University, Beijing 100191, China;
yiyang@buaa.edu.cn (Y.Y.); tengtuo@buaa.edu.cn (T.C.)

2 Peng Cheng Laboratory, Shenzhen 518000, China
3 School of Software Technology, Dalian University of Technology, Dalian 116024, China
* Correspondence: liangzhao@dlut.edu.cn
† These authors contributed equally to this work.

Abstract: Effectively managing the quality of iron ore is critical to iron and steel metallurgy. Although
quality inspection is crucial, the perspective of sintered surface identification remains largely unex-
plored. To bridge this gap, we propose a deep learning scheme for mining the necessary information
in sintered images processing to replace manual labor and realize intelligent inspection, consisting of
segmentation and classification. Specifically, we first employ a DeepLabv3+ semantic segmentation
algorithm to extract the effective material surface features. Unlike the original model, which includes
a high number of computational parameters, we use SqueezeNet as the backbone to improve model
efficiency. Based on the initial annotation of the processed images, the sintered surface dataset is
constructed. Then, considering the scarcity of labeled data, a semi-supervised deep learning scheme
for sintered surface classification is developed, which is based on pseudo-labels. Experiments show
that the improved semantic segmentation model can effectively segment the sintered surface, achiev-
ing 98.01% segmentation accuracy with only a 5.71 MB size. In addition, the effectiveness of the
adopted semi-supervised learning classification method based on pseudo-labels is validated in six
state-of-the-art models. Among them, the ResNet-101 model has the best classification performance,
with 94.73% accuracy for the semi-supervised strategy while only using 30% labeled data, which is
an improvement of 1.66% compared with the fully supervised strategy.

Keywords: deep learning; semantic segmentation; semi-supervised classification; sintered surface;
iron ore sintering

1. Introduction

Iron and steel metallurgy, as a typical process industry in the traditional manu-
facturing sector, contributes significantly to both infrastructure development and eco-
nomic growth [1]. In order to achieve the objectives of high-quality, high-yield, and low-
consumption iron and steel manufacturing, the iron ore sintering process offers raw mate-
rials for the subsequent blast furnace ironmaking process, which is a crucial preliminary
step for contemporary iron and steel smelting [2]. A poor and inconsistent quality of sin-
tered ore can severely impact the blast furnace smelting process, resulting in, for example,
unstable working conditions, poor iron quality, and other smelting product quality losses.
Furthermore, the entire sintering process is fueled mostly by coal and coke, which produces
significant amounts of carbon monoxide and carbon dioxide, resulting in latent environ-
mental hazards [3,4]. In the future, the intelligent sintering process and measurement are
poised to be a prominent research area in both academia and industry, aiming for quality
improvement, enhanced productivity, energy conservation, environmental protection, and
sustainable development.

Take the example of iron ore sintering. Due to the complexity of the sintering pro-
cess and the temperature conditions, the quality of the sintered ore is influenced by the
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composition and the original state of the material. In addition, the heat treatment process
and the level of process parameter control also affect sintering results in many different
ways. Consequently, even minor oversights regarding the sintered material’s surface can
lead to intricate defects, compromising the quality. Among the common sintering defects,
the types of crack defects are the most complex, as shown in Figure 1. At present, mostly
manual estimation and control are used to regulate the regulated physical quantities in the
sintering process, such as temperature, ventilation, and electric pressure. However, man-
ual categorization is both subjective and ineffective, which is why it frequently produces
subpar sintered products [5]. Additionally, the sintering workplace is frequently polluted
with toxic vapors and gases, making it unsuitable for prolonged manual labor. Hence, the
classification and measurement of defects on the sintered surface are important for the
effective control of the sintering process.

Figure 1. Three typical sintered surfaces. (a1,a2) are qualified sintered surfaces without obvious
cracks. (b1,b2) are defective sintered surfaces with short cracks. (c1,c2) are serious defective sintered
surfaces with long cracks.

In early studies, several image processing methods have been proposed and utilized
for automated sintering analysis. For instance, Li et al. [6] utilize the feature image
decomposition technique to extract the combustion state of sintering flame. Based on
morphological image processing, Coster et al. [7] extract the morphological parameters in
the microstructure of cerium dioxide during sintering. Nellros et al. [8] present a method
for automatically calculating the geometrical properties and curvature of particles in mi-
croscopic sintering images to obtain finally the degree of sintering. Donskoi et al. [9]
combine the Mineral4/Recognition4 software from the Commonwealth Scientific Indus-
trial Research Organization (CSIRO) and structural texturing methods to obtain common
sinter phases. Despite the fact that these image processing-based methods obtain good
results with the designed descriptors, they do not focus on sintered surfaces classification.
Moreover, images of sintered surfaces are complex in terms of multi-feature representation
of textural details, and parameters such as particle density and reflectance do not accurately
represent the severity of sintered cracks. Therefore, it is difficult to classify sintered images
by manual feature extraction.

In recent years, deep learning has demonstrated powerful visual feature learning abili-
ties [10–14]. A large number of deep learning methods are applied in object detection [15],
semantic segmentation [16], image classification [17], recommender systems [18] and medi-
cal image analysis [19]. However, the application of deep learning methods for downstream
tasks in sintering industrial scenarios have some challenges. For example, the high tem-
perature inside the sintering workroom places demands on the high-temperature-resistant
real-time operation of the camera capturing the images. Second, the acquisition of sintering
surface images is often obstructed by the workers’ field operations. In addition, there is a
lack of publicly available datasets based on different degrees of sintered surface cracks. In
addition, it is difficult for existing deep neural network models [20–23] with supervised
learning schemes to classify sintered surfaces accurately while there is a lack of labeled
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data. The classification results must, in particular, deliver accurate and timely information
to the igniter and controlled devices, while reserving adequate computational resources to
implement subsequent control algorithms.

To address the aforementioned issues, we use a DeepLabv3+ semantic segmentation
algorithm based on the lightweight SqueezeNet [24] backbone to extract the effective
material surface information required for classification, so as to construct the sintered
surface dataset. Meanwhile, we design a semi-supervised deep learning method for
sintered surface classification, which is a self-learning model based on pseudo-labels.

The deep learning scheme for sintered surfaces proposed in this paper consists of
the following parts: sintered surface image acquisition, semantic segmentation based
on lightweight networks, and semi-supervised classification based on self-learning, as
shown in Figure 2. First, the images are captured in the sintering workshop by high-
temperature-resistant camera equipment. Then, the acquired images are semantically
segmented to obtain the sintered surface, with occlusions and extraneous objects removed.
Image cropping is required after semantic segmentation in order to obtain the optimal
material surface region used for prediction. Finally, a network model trained based on
semi-supervised learning is applied to determine the crack severity of the sintered surface.
Results from the classifier may be forwarded to the sintering process controller, where the
necessary parameters can be modified to improve sintering.

Figure 2. Deep learning scheme for sintered surface images processing. (a) Sintered surface image
acquisition. The acquired image contains a time-lagged material surface and occlusions. (b) Semantic
segmentation. The images obtained in step (a) are segmented using the modified DeepLabV3+.
(c) Image classification. A net model obtained by training based on the semi-supervised method is
used to classify the sintered images. The obtained classification results are provided to the process
controller to improve the sintering.

Overall, in this paper, we develop a deep learning scheme for sintered surface image
processing, including segmentation and classification. The following three aspects describe
the primary contributions of this study.

(1) We design a scheme that pioneers lightweight semantic segmentation preprocessing
of sintered surfaces. Considering the lightweight requirement of the semantic segmen-
tation model, we change the backbone network of DeepLabV3+ to SqueezeNet. The
newly proposed semantic segmentation model dramatically improves the segmen-
tation efficiency and saves computing resources. Therefore, our proposed semantic
segmentation method has significant efficiency improvement compared with tradi-
tional image preprocessing methods. Specifically, the proposed semantic segmentation
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method can achieve 97.08% mean IOU and 98.03% mean accuracy with only 3.7%
labeled images.

(2) We create a multiclassified dataset for sintered surface crack classification. For the
first time, we have labeled the sintered crack types, incorporating insights from
authoritative experts. A total of 1334 samples are labeled, with a resolution of 800 × 330,
which can be used to study the classification method of sintered surface cracks. It is
worth mentioning that the images in the dataset are acquired in real high-temperature
sintering scenarios, which is a challenging process. In addition, tagging thousands of
images is a labor-intensive task due to the similarity between images.

(3) We innovatively apply a semi-supervised self-learning method based on pseudo-labels
to crack classification of sintered surfaces. The training strategy using pseudo-labels
can significantly reduce the need for training samples. Therefore, this method is suit-
able for the task of sintered surface classification where it is difficult to obtain labeled
data. Experimental results demonstrate that our method can rival the classification
accuracy of supervised learning with only 20% of training samples and can exceed the
classification effect of supervised learning with 30% of training samples.

2. Methods
2.1. Data Acquisition and Annotation

The sintering data studied in this paper are obtained from the iron sintering plant in
Guangxi, China. The initial image data are captured by an industrial-grade professional
video camera with a resolution of 1920 × 1080, and the shooting time is from 26 July 2021
to 3 January 2022. The expert criteria for image labeling are shown in Table 1. The width
of the sintered surface is denoted as S and the length of the crack is denoted as x. The
width of the sintered surface is denoted as S and the length of the crack is denoted as x.
Due to the angle at which the photographs are taken, there is a visual difference between
the sintered surfaces in the images, which are near large and far small. Therefore, we use
the numerical reduction method to approximate the crack length by considering it as an
isosceles trapezoid to obtain the approximate crack length.

Table 1. Labeling criteria and quantity of sintered images.

Class Crack Severity Basis for Annotation Number

LC low Tiny cracks or undetectable 809
MC moderate x < 0.5 S 348
HC high x > 0.5 S 177

2.2. Semantic Segmentation

Initial sintered images are difficult to use directly for classification because of the
complex disturbances that affect imaging at industrial sites. Specifically, in addition to
the sintered surfaces required for classification, the images contain igniter ends, sintering
platform edges, self-contained textual information, and possible construction worker ob-
structions. The above disturbances can directly affect the classification results. Considering
that image processing methods cannot directly obtain the complete material surface, this
paper adopts the idea of semantic segmentation to solve this problem. After completing
the semantic segmentation, in order to be used to obtain the best area for classification, we
crop half of the sintered surface at the proximal end of the industrial camera.

DeepLabV3+, as a mature semantic segmentation model, is widely used in various
tasks [25–29]. However, it suffers from high complexity and computational resource con-
sumption. With the higher resolution of the image used, the computational and parametric
quantities of the model will explode accordingly, which has a great impact on the efficiency
of the model. Therefore, for real industrial scenarios, the model is required to guarantee
the efficiency of the algorithm and limit the model size to a certain extent, while improving
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the accuracy. For practical deployment in the sintering industry, it is most practical and
effective to apply an improved lightweight module. Therefore, we redesign the backbone
network of DeepLabV3+, choosing the lightweight network SqueezeNet as a substitution.

SqueezeNet is a classical lightweight network. The model uses fire modules to reduce
the dimension of feature maps and has been used in many industrial scenarios [30,31]. The
model has outstanding lightweight performance, dramatically reducing the number of
parameters with guaranteed performance, and can be deployed on microcontrollers and
FPGAs. Hence, adopting SqueezeNet as the backbone of the semantic segmentation model
can save computational and storage resources for subsequent calculation and control.

The semantic segmentation model we have designed is shown in Figure 3. The model
consists of two parts, the encoder and the decoder.

Encoder: used to extract shallow and deep features. Firstly, the sintered image un-
dergoes a modified backbone to generate two valid features. The shallow features go
directly into the decoder, while the deeper features need to be downsampled.Atrous spa-
tial pyramid pooling (ASPP) is employed in the downsampling structure. ASSP uses
atrous convolution with expansions of 6, 12, and 18 for feature extraction. Atrous convolu-
tion expands the receptive field while preserving information, allowing each convolution
output to hold multi-scale data. After stacking the feature layers, channel counting is
performed by 1 × 1 convolution to obtain the pink feature layer in Figure 3, which has high
semantic information.

Decoder: used to obtain the segmented image. The decoder can fuse the shallow
features generated by SqueezeNet with the deep features generated by the encoder. First,
the deep features are fed into the decoder for up-sampling. Then, the features are fused
with the results obtained from the shallow features after 1 × 1 convolution. Finally, feature
extraction is performed using 3 × 3 convolution. Up-sampling guarantees that the output
picture is the same size as the input image, and the prediction results are achieved, allowing
the sintered area extraction to be realized.

Figure 3. Improved DeepLabV3+ semantic segmentation model using SqueezeNet as the backbone.

The proposed model can segment sintered surfaces accurately and efficiently with
low requirements for the number of manual annotations, and these conclusions will be
demonstrated in experiments. After obtaining the results, cropping is performed to obtain
the most suitable sintered surface region for classification. The final image of one-half of
the region close to the camera is obtained, with a resolution of 800 × 330.
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2.3. Semi-Supervised Classification Based on Self-Learning

The method of semantic segmentation is not effective for segmentation of small
samples such as sintered cracks, and the associated labeling cost is too high. Therefore,
in this paper, the strategy of classification is adopted to give the degree of defects on the
sintered surface visually.

Image classification models based on deep neural networks have developed rapidly in recent
years, and include ResNet [32], Vision Transformer [33], MobileNetV3 [34], EfficientNetV2 [35],
and EdgeNeXt [36]. These methods are able to achieve promising classification results with
sufficient training data. However, when training on small amounts of labeled data, they
are unable to produce accurate classification results. Therefore, supervised learning-based
classification models cannot be applied on scarce labeled data such as sintered surface
images. In addition, the computational cost of these network models is high. To solve the
above problems, the idea of semi-supervised learning is adopted. We have designed a
concise yet effective semi-supervised classification structure, which is based on pseudo-
labels and self-learning.

Semi-supervised learning is a learning approach that involves developing models
using both labeled and unlabeled data. Semi-supervised approaches, as opposed to super-
vised learning algorithms, can increase learning performance by employing more unlabeled
instances [37]. The self-training approach we utilize generates pseudo-labels for unlabeled
data by using the model’s own confidence predictions. The technique employs an entropy
regularization strategy to avoid decision boundaries from passing across densely packed
data point areas. Encouraging the model to produce low entropy predictions for unlabeled
data and adding pseudo-labeled samples to the labeled dataset for a typical supervised
learning setup enables semi-supervised classification. The pseudo-label presents a straight-
forward and efficient method for semi-supervised training of neural networks, where the
network undergoes supervised trained using both labeled and unlabeled input.As seen in
Figure 4, the model is trained through cross-entropy loss in the typical supervised method
on labeled data. The same model is applied to unlabeled data to obtain predictions for
a batch of unlabeled samples. Pseudo-labeling, the forecast with the highest degree of
confidence, also has the highest likelihood of being correct. That is, the pseudo-labeling
model trains a neural network with loss function L.

L =
1
n ∑n

m=1 ∑K
i=1 R(ym

i , f m
i ) + α(t)

1
n′ ∑n′

m=1 ∑K
i=1 R(y′mi , f ′mi ). (1)

where n represents the number of small batches in the labeled data, n′ represents the
unlabeled data, ym

i is the output unit of the m-th sample in the labeled data, ym
i is its label,

f ′mi is the output unit of the m-th sample in the unlabeled data, y′mi is the pseudo-label of
the unlabeled data, and α(t) is the coefficient responsible for balancing the supervised and
unsupervised loss terms in the t-th training epoch.

A reasonable α(t) is important for network performance. If α(t) is too high, even
labeled data will interfere with training. Whereas if α(t) is too small, we cannot benefit
from unlabeled data. Therefore, a deterministic annealing process in Equation (2) is used in
our experiments. By slowly increasing α(t), it is expected to help the optimization process
to avoid worse local minima, thus enabling the pseudo-labels of unlabeled data to be as
close as possible to the authentic labels.

α(t) =


0 t < T1

t−T1
T2−T1

α f T1 ≤ t < T2

α f T2 ≤ t

. (2)

In Equation (2), t is the current epoch, and T1, T2, and α f are manually selected values.
In the subsequent experiments in this paper, consistent values are used in training process,
i.e., α f = 2, and T1 = 50, T2 = 150.
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Figure 4. Pseudo-label generation. First, the labeled data are used to obtain a pre-trained classification
model. Then, the obtained classification model is employed to classify the unlabeled data, and the
results with higher confidence are selected as pseudo-labels.

After obtaining the pseudo-label, we can really proceed to the training of the final
model. Based on the semi-supervised learning theory and loss design, the semi-supervised
self-learning model training process we constructed is shown in Figure 5. Specifically,
the original labeling data and the most confident pseudo-labels are integrated into a new
dataset as the training set. Then, we use the new dataset for the training of the final model.
It is worth noting that, in the self-learning process we designed, the network structure of
the base model and final model are the same, which avoids the additional adverse effects
of model inconsistency.

Figure 5. Final model generation.

3. Experiments

In this part, we look at the development and performance of the suggested framework
for analyzing sintered surface images, which includes surface segmentation and semi-
supervised classification. The experimental setup and the dataset for sintered surfaces are
first discussed. The effectiveness of the suggested approaches is then assessed twice. In
the first section, we compare the segmentation performance and runtime of the enhanced
semantic segmentation approach employing SqueezeNet as the backbone with those of
five different backbone networks. The comparative studies demonstrate the suggested
method’s accuracy and portability. In the second section, we run tests with the created
semi-supervised training framework on six different network topologies and evaluate how
well it performs supervised learning. The outcomes show how well the framework for
semi-supervised training on sintered surfaces classification performs.
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3.1. Sintered Surface Dataset

The sintered surface dataset is made up of 1334 photos with a size of 1920 × 1080 pixels
that have been obtained from a sintering plant in Guangxi Province, China. A high-
temperature-resistant picture-capture platform acquires the dataset, which can depict the state
of the sintered surface over time. The source photos are semantically segmented to provide
sintered surface images at a resolution of 800 × 330 pixels of the best classified region.

As shown in Table 1, based on the severity of the cracks on the sintered surface, the
experts categorized the acquired images into low crack (LC), moderate crack (MC), and
high crack (HC). Typical images for each category are displayed in Figure 1.

3.2. Application Specifics

The designed improved lightweight DeepLabV3+ semantic segmentation model is
implemented in the PyTorch framework. Labeling for segmentation is performed using
Labelme. The Adam optimizer is used to update the network parameters during the
training process. The maximum training epoch is 20 and the start-up learning rate is 0.0001,
which reduces by a rate of 0.1 after 10 epochs with an 8-batch size. In the experiments on
semantic segmentation, only 50 labeled samples are used as a training set to demonstrate
the generalization ability of the model. The same training strategy and parameter settings
are applied to the other backbone networks used for comparison.

In the experiments on semi-supervised classification, the scale of the training set is
set to 0.1, 0.2, 0.3, and 0.4, and the rest of the data are put into the first trained model
as unlabeled data to obtain the pseudo-labels. In the fully supervised (F-S) classification
experiments, for comparison, the scale of the training set is 0.8. The initial learning rate
is set to 0.001, using the same learning rate decay strategy as for semantic segmentation.
The training epoch for classification is 200. All experiments are performed on standard
workstations equipped with NVIDIA GeForce GTX 3070 GPUs, 12th Gen Intel(R) Core
(TM) i7-12700K CPUs, and 64GB of RAM on standard workstations.

3.3. Performance Measures

The comparison experiment of improved lightweight semantic segmentation for sin-
tered surface segmentation is shown in Table 2. In order to compare the performance of
different backbones on semantic segmentation of sintered surfaces, accuracy (ACC), mean
accuracy (m-ACC), global-ACC, intersection-over-union (IoU), mean intersection-over-
union (m-IoU), and model size are selected as evaluation metrics.

The performance of our improved model in sintered surface segmentation can be
clearly shown by comparison. On the segmentation metrics of the background of the
sintered image, the SqueezeNet-based backbone designed by us performs the best. In
addition, our model achieves the best results on both m-ACC and global-ACC. Despite the
slight advantage in the ACC and IoU metrics of the sintered surface segmentation with
the model using ResNet-101 as the backbone, the size of our model is only 5.71 MB, which
is much smaller than ResNet-101’s size of 144.53 MB. Although the model size is only
one-twenty-fifth of ResNet-101, our model still achieves satisfactory results. In addition,
Figure 6 shows the effect of sintered surface splitting under different backbones. It can be
seen that our method achieves better results in the completeness of the sintered surface
segmentation and the treatment of the edges.

Figure 6. Visual comparison of different backbones for sintered surface segmentation.
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Table 2. Comparison results (%) of semantic segmentation performance. The best result in each
classification is in bolded red, and the second is in bolded black.

Backbone
Background Surface

m-ACC Global-ACC m-IoU
Model Size

(MB)ACC IoU ACC IoU

Xception [23] 89.04 85.72 86.13 85.1 87.59 88.15 85.41 97.15

ResNet-101 [30] 98.07 97.92 97.22 96.47 97.85 97.98 97.2 144.53

MobileNetV3 [32] 95.51 92.11 95.07 91.59 95.29 95.09 91.85 22.57

ShuffleNetV2 [36] 93.76 92.35 91.43 88.74 92.6 93.02 90.55 9.46

Ours 98.84 98.18 97.18 95.98 98.01 98.03 97.08 5.71

In experiments on semi-supervised sintered surfaces classification, we apply AlexNet [38],
ResNet-101 [32], VGG16 [39], EfficientNetV2 [35], MobileNetV3 [34], and ShuffleNetV2 [40]
as models to a pseudo label-based self-learning approach. ACC and F1-scores are used as
metrics to assess classification performance. As can be obtained from Figure 7, Tables 3 and 4,
the proposed semi-supervised strategy can achieve similar results as fully supervised (F-S)
classification with only 20% labeled data. The corresponding accuracy and F1-score achieve
satisfactory performance. It is worth noting that a subset of algorithms such as AlexNet,
ResNet-101, MobileNetV3, and ShuffleNetV2 can outperform the fully supervised strategy
in ACC when the amount of labeled data reaches 30%. We hypothesize that this is because
using the first trained model can avoid a portion of the data noise, resulting in better
classification results. This is also verified in the subsequent semi-supervised experiments
using 40% labeled data. As can be seen from Tables 3 and 4, except for EfficientNetV2 and
MobileNetV3, the prediction results using 40% labeled data are conversely not as good as
those using 30% labeled data.

Among the metrics for classification, ResNet-101, which uses 30% labeled data for
semi-supervised learning, performs best. Its ACC is 94.73% and the F1-score is 0.9415,
which reflects that a deeper and larger network structure tends to have a better fitting effect
in complex sintered crack classification tasks. However, the results in Table 2 tell us that
a bigger backbone for semantic segmentation does not tend to be better. Therefore, it is
important to choose the right network model for the appropriate downstream task so that
not only the task requirements can be met, but also the waste of computational and storage
resources can be avoided.

Figure 7. Comparison results of classification performance. (a) ACC with the semi-supervised
scheme in different proportions of labeled data and the fully supervised method. (b) F1-score with
the semi-supervised scheme in different proportions of labeled data and the fully supervised method.
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To summarize, the improved DeepLabV3+ semantic segmentation model can be used
for sintering surface extraction. And the pseudo labeling-trained ResNet-101 can be applied
to real working conditions to provide feedback for sintering process control.

Table 3. Comparison results of classification ACC (%) in detail.

Model 10% 20% 30% 40% F-S

AlexNet 44.26 70.14 75.31 75.12 73.54
ResNet-101 52.12 89.83 94.73 91.07 92.76

VGG16 37.54 78.87 81.24 81.09 82.15
EfficientNetV2 32.95 59.83 67.55 69.39 67.75
MobileNetV3 50.23 84.71 88.64 88.70 88.25
ShuffleNetV2 49.71 83.83 89.72 89.64 88.22

Table 4. Comparison results of classification F1-score in detail.

Model 10% 20% 30% 40% F-S

AlexNet 0.4254 0.7004 0.7321 0.7427 0.7294
ResNet-101 0.5174 0.8772 0.9415 0.9233 0.9249

VGG16 0.3677 0.7841 0.8098 0.8072 0.8004
EfficientNetV2 0.3273 0.5916 0.6752 0.6916 0.6737
MobileNetV3 0.4998 0.8419 0.8824 0.881 0.8805
ShuffleNetV2 0.4944 0.8346 0.8972 0.8891 0.8795

4. Conclusions

In this paper, we propose a deep learning scheme for sintered surface images process-
ing. This scheme consists of a semantic segmentation method for building the dataset and
a semi-supervised training strategy for sintered surface crack classification. Specifically, we
first collect and label the sintered surface images at a real sintering site. Then, DeepLabV3+
based on the SqueezeNet lightweight network is designed for semantic segmentation of
sintered images. After obtaining the optimal classification region of the sintered surface, a
semi-supervised classification method based on pseudo-labels is used to classify the dataset.

Experiments reveal that the enhanced semantic segmentation model is able to achieve
98.01% segmentation accuracy with only 5.71 MB size, and can effectively segment the
sintered surface. The designed semi-supervised strategy is validated on six state-of-the-art
web models. The accuracy is comparable to supervised learning when using only 20%
labeled data. Not only that, the classification accuracy obtained by semi-supervision can
outperform supervised learning when using 30% labeled data. Among them, ResNet-101
performs best in semi-supervised classification. Therefore, the proposed methods can solve
the defect classification problem effectively under the difficulty of obtaining sintering image
data, and provide reliable defect information for sintering process control.

In the future, we will concentrate on two specific issues and further consider the
migratability, replicability, and scalability of the model. On the one hand, we will attempt
to apply picture enhancement techniques to boost classification accuracy for sintered
surfaces. To increase the automation of the sintering process and the sintering quality
successfully, on the other hand, we intend to develop a feedback control model based on
the projected sintering crack types and process parameters. In order to ensure the portable,
replicable, and scalable operation of the proposed algorithms, validation in more industrial
scenarios and real data will also be a part of the follow-up research.
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