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Abstract: Textual emotion recognition (TER) has significant commercial potential since it can be used
as an excellent tool to monitor a brand/business reputation, understand customer satisfaction, and
personalize recommendations. It is considered a natural language processing task that can be used to
understand and classify emotions such as anger, happiness, and surprise being conveyed in a piece of
text (product reviews, tweets, and comments). Despite the advanced development of deep learning
and particularly transformer architectures, Arabic-focused models for emotion classification have
not achieved satisfactory accuracy. This is mainly due to the morphological richness, agglutination,
dialectal variation, and low-resource datasets of the Arabic language, as well as the unique features of
user-generated text such as noisiness, shortness, and informal language. This study aims to illustrate
the effectiveness of large language models on Arabic multi-label emotion classification. We evaluated
GPT-3.5 Turbo and GPT-4 using three different settings: in-context learning, emotional stimuli prompt,
and fine-tuning. The ultimate objective of this research paper is to determine if these LLMs, which
have multilingual capabilities, could contribute to enhancing the aforementioned task and encourage
its use within the context of an e-commerce environment for example. The experimental results
indicated that the fine-tuned GPT-3.5 Turbo model achieved an accuracy of 62.03%, a micro-averaged
F1-score of 73%, and a macro-averaged F1-score of 62%, establishing a new state-of-the-art benchmark
for the task of Arabic multi-label emotion recognition.

Keywords: emotion recognition; multi-label emotion classification; large language models (LLMs);
GPT models; LLM fine-tuning; brand and business monitoring; Arabic language

1. Introduction

Textual emotion recognition (TER) is a crucial task of natural language processing
(NLP) that aims to analyze and detect the main emotional states expressed in textual con-
tent, such as the six basic emotions proposed by Ekman [1]: “sadness”, “anger”, “surprise”,
“fear”, “happiness”, and “disgust”. It has significant impacts on several applications in
different fields, including e-commerce, personalized recommender systems, opinion anal-
ysis, e-learning, human–computer interaction, healthcare, and psychology. For example,
in social media and online platforms (i.e., tweets, product user reviews, comments, blogs,
news reports, and Facebook posts), TER can avidly help to understand the emotions being
expressed relating to different target entities and topics, including products, drugs, dis-
eases, current world-level events, and services [2–8]. In health, recent applications of TER
include early detection and early public health intervention [9,10], as well as mental health
counselling support chatbots [11,12]

There are different subtasks related to textual emotion recognition, including multi-
label emotion classification, multi-class emotion classification, emotion intensity regression,
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emotion intensity ordinal classification, valence (sentiment) regression, and valence ordinal
classification, referring to [13,14] for more details.

In this paper, we focus on the multi-label emotion classification sub-task from Arabic
text, particularly online textual data from X/Twitter. It is considered a multi-label classifica-
tion problem, i.e., more than one emotion can be conveyed in a given tweet (e.g., love, joy,
and optimism conveyed in the same tweet). It is a challenging task due to (1) the morpho-
logical richness, agglutination, dialectal variation, and syntactic structures of the Arabic
language, (2) user-generated data like tweets commonly containing misspelled words,
informality, non-standard punctuation, abbreviations, acronyms, and slang, (3) the scarcity
of sufficient and annotated data for multi-label emotional classification in low-resource
languages such as Arabic. Multi-label classification presents additional complexities com-
pared to multiclass and binary classification due to several factors, including the large
output space, label dependence, class imbalance, etc.

The state-of-the-art methods for multi-label emotion classification from Arabic tweets
have been employing deep learning techniques in the multi-label classification step [15–20].
The most widely employed models include convolution neural network (CNN), gated
recurrent unit (GRU), long short-term memory (LSTM), and bidirectional LSTM or GRU
with an attention mechanism. Bidirectional recurrent neural networks (RNN) have been
exploited to take into account both left and right meanings of terms, achieved through
the integration of forward and backward hidden layers. CNN with pooling layers has
been applied to reduce the input space dimensionality and extract meaningful features.
Moreover, the attention mechanism has been incorporated to further discern differences in
features. The relevant solutions [16,18,20] have attained classification accuracies of 60%,
54%, and 53.82%, respectively, on the SemEval-2018 E-c benchmark dataset [13]. This
proves that these latest systems are not yet sufficiently accurate to be reliably used in the
human decision-making process involving emotion recognition.

After the huge success of large language models (LLMs) as task-agnostic models in
natural language generation and understanding, the research community recently explored
the abilities of ChatGPT (a chat-based model built on top of LLMs such as GPT-3.5 and GPT-
4) in Arabic NLP tasks, including emotion recognition, sentiment analysis, part of speech
tagging, diacritization, irony and sarcasm, claim and machine-generated text, text rewriting
and paraphrase, machine translation, summarization, news title generation, etc. [21–23].
To our knowledge, regarding the emotion recognition task, only the multi-class emotion
classification sub-task has been performed in [21], which is the most recent research work
benchmarking ChatGPT with in-context learning on Arabic NLP at scale (44 Arabic NLP
tasks). It showed that ChatGPT (referring to the gpt-3.5-turbo-0301 snapshot) performs
much lower than Arabic-focused finetuned models such as MARBERTV2 [21]. This moti-
vates our work for evaluating ChatGPT’s efficacy across the Arabic multi-label emotion
classification sub-task. In addition, there are other settings such as fine-tuning that we
could in principle evaluate ChatGPT on [24,25]. The main advantage of fine-tuning is
strong performance on many benchmarks [24]. Furthermore, the continuous development
of prompt design techniques such as emotional stimuli prompts [26] can lead to ChatGPT
performance improvement.

In the present work, we evaluate GPT-3.5 Turbo and GPT-4 [27] (as the widely recog-
nized and capable LLMs in multiple languages to date) on Arabic multi-label emotion clas-
sification sub-task using three different settings: fine-tuning, emotional stimuli prompt [26],
and in-context learning. We aim to assess their ability to improve the aforementioned
sub-task. Through our experiment, we observe that the fine-tuned GPT-3.5 Turbo has estab-
lished a new state-of-the-art benchmark for the Arabic multi-label emotional recognition
task on the SemEval-2018 E-c benchmark dataset, achieving a classification accuracy of
62.03%, a micro-averaged F1-score of 73%, and a macro-averaged F1-score of 62%. No-
tably, it exhibits an enhancement of 2.03% in terms of accuracy over the state-of-the-art
(SOTA) model [20].
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Though this important finding, this result demonstrates that Arabic textual emotion
detection research has not significantly advanced, even with the advent of LLMs such as
ChatGPT. Thus, there is a pressing need for further research and effective experiments
to develop accurate emotion recognizers able to benefit cognitive and intelligent systems
that can distinguish and understand people’s emotions from Arabic textual data. Our
contributions can be summarized as follows:

• We evaluate ChatGPT (GPT-3.5 Turbo and GPT-4) on the Arabic multi-label emo-
tion classification task using three settings: fine-tuning, the recent EmotionPrompt
proposed in [26], and traditional in-context learning.

• Through our empirical analyses, we find that the fine-tuned GPT-3.5 Turbo on Arabic
multi-label emotion classification established a new state-of-the-art. It outperformed
the base models experimented with few-shot prompting and EmotionPrompt, as
well as task-specific models. This finding should motivate future work focused on
enhancing this task using LLMs finetuning process.

Section 2 highlights the models of emotion and surveys the works related to emotion
recognition from Arabic text. Section 3 provides preliminaries including LLMs, in-context
learning, emotional prompts, and fine-tuning. Section 4 describes the methodology fol-
lowed in this research, encompassing the model deployment, design of an efficient prompt,
data processing and formatting, and supervised fine-tuning process. Section 5 presents the
evaluation settings. Section 6 summarizes and discusses the main results. Finally, Section 7
concludes the paper.

2. Background and Related Work
2.1. Emotion Recognition Task and Models of Emotion

Emotion recognition involves the process of identifying and detecting the emotional
state of individuals. Emotions can be conveyed either directly or indirectly through various
means such as speech, facial expressions, gestures, or written content related to world-level
events, services, products, etc. To effectively comprehend and analyze emotional states
from any information source, it is crucial to choose a suitable and comprehensive emotion
model. The most up-to-date comprehensive review of affective computing [28] showed
that there are two types of generic emotion models in affective computing, namely the
discrete emotion model [1] and the dimensional emotion model (or continuous emotion
model) [29,30]; see Figure 1 for examples of each model of emotion.

• The discrete emotion model, also known as the categorical emotion model, is founded
on the concept that a restricted number of universally recognized human emotions
exist. This model has found extensive use in research papers concerning emotional
classification, primarily owing to its straightforward applicability. Two widely used
discrete emotion models are Ekman’s six basic emotions [31] and Plutchik’s emotional
wheel model [32], as shown in Figures 1a and 1b, respectively. Ekman’s basic emo-
tion model and its variants [33,34] are widely accepted by the emotion recognition
community [35,36]. Six basic emotions typically include “anger”, “disgust”, “fear”,
“happiness”, “sadness”, and “surprise”. In contrast, Plutchik’s wheel model [32]
involves eight basic emotions (i.e., “joy”, “trust”, “fear”, “surprise”, “sadness”, “antic-
ipation”, “anger”, and “disgust”) and the way how these are related to one another
(Figure 1b). For example, joy and sadness are opposites, and anticipation can easily de-
velop into vigilance. This wheel model is also referred to as the componential model,
where emotions located nearer to the center of the wheel exhibit greater intensity
compared to those situated towards the outer edges.

• The dimensional emotional modelling [29] is grounded in the notion that emotional
labels exhibit systematic relationships with one another. Consequently, dimensional
models place emotional states within a dimensional space, which can be unidimen-
sional (1-D) or multidimensional (2-D and 3-D), thereby illustrating the relationship
between emotional states. The latter model encompasses emotion labels in three key
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dimensions: “Valence”, “Arousal”, and “Power”. Dimensional models are particu-
larly recommended for projects seeking to highlight similarities among emotional
states [37]. The widely used dimensional emotion model is Russell [30] (Figure 1c).
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In this work, we have utilized Plutchik’s emotion wheel model because of its simplicity
and its straightforward applicability. In addition, the organizers of the SemEval-2018 (Affect
in Tweets) competition [13] used it as an emotion-based model.

2.2. Related Work

Within this section, we explore the primary strategies employed in the emotion recog-
nition task specific to the Arabic language. These strategies include lexicon-based, machine-
based, and deep-based methods. The section also provides a concise overview of the
findings from previous studies conducted between 2013 and 2023.

In [38], the authors introduced a lexicon-based method for identifying emotions within
Arabic stories designed for children. They employed three distinct levels of language, in-
cluding word, sentence, and document. Subsequently, they used cosine similarity to
assess the similarity of the input sentences with Ekman’s fundamental six emotional labels.
In addition, the authors in [39] combined a lexicon-based method with a multi-criteria
decision-making technique to showcase its effectiveness in handling tweets containing
diverse emotional labels. This approach aimed to enhance multi-label emotional classifica-
tion. Regarding the work of [40], they emphasized a lexicon-based approach to identify
emotions from sentences in the Arabic language. For this purpose, they translated the NRC
emotional lexicon [41] into twenty distinct languages, Arabic included. During this process,
they removed expressions that conveyed “no emotion” and eliminated duplicate entries.
Consequently, the lexicon for Arabic was reduced to a total of 4279 terms. Overall, while
these methods offer promising models for emotion recognition in Arabic text, they also
face challenges related to the accuracy, feature engineering considerations, and resource
requirements. Further research and refinement may be needed to address these limitations
and enhance the effectiveness of emotional analysis methods in Arabic, particularly in
highly varied and context-dependent texts such as social media posts.
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A machine-based approach was proposed in [42], wherein two established classifiers,
namely naïve Bayes (NB) and support vector machine (SVM), were employed. This study
involved the collection and manual annotation of 1605 Arabic tweets. Subsequently, five
different preprocessing techniques were applied and thoroughly examined. Their objective
was to accomplish an emotion recognition task based on Ekman’s fundamental emotional
labels applied to tweets written in the Egyptian dialect. Similarly, authors in [43] introduced
an automated technique for incorporating embedded emojis into the labeling of training
data. The dataset they used was acquired from Twitter and subsequently utilized two
machine-based classifiers, namely SVM and multinomial naïve Bayes (MNB). The empirical
findings from their study indicated that the automatic labeling method, along with the use
of SVM and MNB, had enhanced the predictive performance. Furthermore, [44] developed
a system for analyzing the emotional states and trends of individuals at various levels
of granularity, encompassing tweets, expressions, and aspects. They created an Arabic
emotional lexicon containing 563 tokens sourced from Twitter. To accomplish their research
objectives, the authors employed two renowned machine-based techniques, namely Ad-
aBoost and conditional random fields. Moreover, [45] introduced a method for the emotion
recognition task utilizing TF-IDF as a feature-extraction-based method, along with two
well-established machine learning techniques, namely NB and SVM. In [46], the authors
compiled a dataset consisting of 10,065 tweets aimed at detecting emotions in Arabic. This
dataset was evenly divided into eight categories: “sadness”, “joy”, “anger”, “surprise”,
“sympathy”, “love”, “fear”, and a category for tweets showing “no emotion”. Following
pre-processing and feature extraction, various classifiers were employed in the experimen-
tal process. The NB algorithm yielded the most promising results, achieving an accuracy
rate of 68.12%. The aforementioned discussed studies leverage well-established classifiers
and explore various pre-processing techniques, indicating a comprehensive approach to
emotion recognition in Arabic text. They incorporate real-world data from Twitter and
develop specialized lexicons, demonstrating efforts to tailor methodologies specifically for
Arabic language processing. However, the predominant use of basic classifiers may limit
the exploration of alternative methods, and manual annotation of datasets can be time-
consuming. Additionally, the size of the datasets used in the empirical studies may restrict
the generalizability of the research findings, highlighting the need for further investigation
into improving strategies.

SemEval-2018 Task 1 (Affect in Tweets) competition was initiated to address the
challenge of emotion recognition task in tweets [13]. It includes the following subtasks:
(1) “Emotion classification E-c” involves classifying a tweet as ‘neutral or no emotion’ or as
one, or more, of eleven given emotions that best represent the mental state of the tweeter.
It is the multi-label emotion classification sub-task we are interested in. (2) “Emotion
Intensity Regression EI-reg” aims at determining the intensity of a given emotion that best
represents the mental state of the tweeter in a given tweet. (3) “Emotion Intensity Ordinal
Classification EI-oc” involves classifying a given tweet into one of four ordinal classes of the
intensity of a given emotion that best represents the mental state of the tweeter. (4) “Valence
(sentiment) regression V-reg” involves determining the intensity of sentiment or valence
that best represents the mental state of the tweeter in a given tweet. (5) “Valence ordinal
classification V-oc” encompasses classifying a given tweet into one of seven ordinal classes,
corresponding to various levels of positive and negative sentiment intensity that best
represents the mental state of the tweeter. SemEval-2018 Task 1 competition was conducted
in three different languages: Spanish, English, and Arabic. Authors in [47] were actively
involved in all five subtasks in the Arabic language. They applied various preprocessing
techniques and features and evaluated diverse machine-based techniques and regressors,
including support vector classifier (SVC) with L1 and L2 penalties, ridge classification
(RC), random forest (RF), and ensemble methods. Notably, their findings revealed that
SVC with L1 achieved the highest prediction performance. Indeed, they notably and
remarkably attained the top rank in the SemEval-2018 competition for the E-c subtask.
The authors in [48] designed an emotional recognition framework in three variations
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(Spanish, English, and Arabic) by employing SVM. They incorporated a binary-relevance-
transformation-based strategy. In addition, they utilized TF-IDF for extracting tweet
features. Ref. [49] introduced a deep learning model using LSTM to determine emotional
labels conveyed within input tweets. They leveraged three types of features, namely
word2vec, doc2vec, and a collection of psycholinguistic features, as inputs to enhance the
performance of their system. The authors of [50] fused and XGBoost as a regressor with
two deep-based techniques, ConvNets and N-Stream. They also incorporated a collection
of lexicon features and embedding for the subtask of V-reg. While these studies highlight
the achievements and diversity of approaches in addressing emotion recognition within
tweets in the SemEval-2018 Task 1 (Affect in Tweets) competition, further investigation into
improving classification accuracy, incorporating semantic and syntactic features, leveraging
emoticons, emojis, hashtags information, conducting further comparative analysis, and
employing more sophisticated preprocessing techniques would enhance and contribute to
the comprehensiveness and effectiveness of these studies.

Based on a deep-based approach, [51] introduced a sentiment and emotional recog-
nition system tailored for Arabic text. They employed LSTM and CNN techniques to
determine both the sentiment polarity and emotional intensity conveyed within an input
tweet. The system incorporated four types of features, including words, document embed-
dings, Deepmoji, and psycholinguistic features. Their experimental results were obtained
through the utilization of the SemEval-2018 datasets. Ref. [15] identified emotional labels in
Arabic using three distinct deep-based models. These models include “human-engineered
feature-based (HEF)”, which incorporates a range of lexicon, syntactic, and semantic fea-
tures; the “deep feature-based (DF)” model, which combines various embedding layers,
such as emoji2vec [52], AraVec [53], fastText [54], and GloVe [55]; and the hybrid model
(HEF and DF). The empirical findings indicated that the hybrid model demonstrated a
favorable classification performance. Despite utilizing sophisticated deep-based models for
emotion recognition in Arabic text and integrating diverse features in their proposed model,
the authors failed to consider contextual information and character level. The authors
of [17] implemented a set of preprocessing steps, including the utilization of lemmatiza-
tion and stemming tools for noise reduction. In their proposed multi-label system, they
incorporated AraVec into a deep-based BiLSTM model. In the research work of [18], they
performed fine-tuning of the transformer-based model, MARBERT, using the SemEval-
2018 E-c benchmark dataset. They also employed BiGRU and BiLSTM deep models for
emotional multi-label classification. The findings revealed that their ensemble-based model
outperformed previous research in this specific field. Overall, in the works of [17,18],
the integration of AraVec into a deep-based model represents the use of advanced em-
bedding techniques to address semantic and syntactic challenges. However, the authors
neglected the consideration of contextual information, emotional knowledge conveyed,
and character-level embedding in their analysis.

The authors of [19] utilized GRU and context-aware gated recurrent units (C-GRU).
These models were incorporated as an additional layer to discern the emotional labels
conveyed within Arabic-specific input tweets. In [56], the authors addressed the research
problem of emotion intensity. They created a range of deep-based methods, including
BiGRU-CNN, CNN, and an XGBoost regressor, as well as an ensemble method. The
findings indicate that the ensemble method achieved a Pearson correlation coefficient
of 69.2%. In the work of [57], they introduce an emotional classification-based method
within Arabic tweets. Their method involves the application of a deep CNN on top of
pre-trained word vectors. To enhance their model’s performance, the authors employed
three types of Arabic-specific stemmers, including light, snowball, and ISRI stemmers.
Additionally, they incorporated two fundamental features, count and TF-IDF. They further
conducted a comparison of their experimental findings using three types of machine-
based algorithms: SVM, NB, and multi-layer perceptron (MLP). The authors assessed the
method’s performance using the SemEval-2018 EI-oc benchmark dataset, and their findings
indicated that their proposal surpassed traditional machine-based algorithms. Although
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the utilization of advanced deep-based models in the aforementioned studies and the
integration of ensemble methods and pre-trained word vectors, the classification accuracy
needs more improvements.

Because of the proven effectiveness of attentional modeling, several works have
incorporated it into the field of textual emotion analysis, specifically tailored to the Arabic
language. For example, [16] developed an Arabic emotion recognition system by combining
the transformer-based AraBERT and an attentional LSTM-BiLSTM deep-based model.
Despite utilizing AraBERT as a pre-trained model to generate contextualized embeddings,
the authors ignored emotional knowledge information as well as character level. To address
this limitation, the same authors in [20] proposed to fuse different levels of feature to capture
the polysemy, semantic/syntactic information, conveyed emotional knowledge, and deal
with out-of-vocabulary terms within Arabic-specific tweets. Furthermore, they investigated
the combination of bidirectional RNN-CNN with attentional mechanisms. As a result, their
presented method has achieved a noteworthy enhancement, surpassing the SOTA methods
with an accuracy of 60%, which marked a significant improvement of 6%. Regardless of
the competitive performance demonstrated by this method, it may have limitations in
addressing deeply hidden emotions or the ones expressed within implicit opposite phrases
like in the quote “A fake smile can hide a million tears”. Additionally, the availability of
small and imbalanced benchmark datasets presents challenges for evaluation.

Table 1 summarizes the key methods for Arabic emotion recognition published from
2013 to 2023. The first ten rows specifically highlight the Arabic-specific multi-label emo-
tional classification subtask within the SemEval-2018 E-c dataset, which is the primary
focus of our research.

Table 1. Most significant methods of Arabic-specific emotion recognition published from 2013 to
2023 (updated from [20]).
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Macro F1: 64.8 

✗ ✓ SemEval-2018  

Plutchik’s model + 

“love”, “optimism”, 

and “pessimism”  

- Accuracy needs more im-

provement. 

SemEval-2018

Plutchik’s model
+ “love”,
“optimism”, and
“pessimism”

- Accuracy needs
more improvement.
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Table 1. Cont.

Subtask a Model/Year Results (%)
Approach

Data Source Features Emotion Model Limitations
ML DL

E-c

Abdullah &
Shaikh, 2018 [49] Accuracy: 44.6
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2023 (updated from [20]). ✓ denotes methods based on Machine Learning (ML), ✗ denotes meth-
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Subtask a Model/Year Results (%) 
Approach 

Data Source  Features  Emotion Model  Limitations  
ML DL 

E-c 

H. Elfaik & 

Nfaoui, 2023 

[20] 

Accuracy: 60 

Micro F1: 52 

Macro-F1: 35 

✗ ✓ SemEval-2018 

Feature-level fu-

sion representa-

tion 

Plutchik’s model 

- Accuracy needs more im-

provement. 

- Weak ability to deal with 

deeply hidden emotions. 

Mansy et al., 

2022 [18] 

Accuracy: 54 

Micro F1: 52.7 

Macro-F1: 70.1 

✗ ✓ SemEval-2018  
AraVec word em-

beddings 

Plutchik’s model + 

“love”, “optimism”, 

and “pessimism” 

- Accuracy needs more im-

provement. 

H. Elfaik & 

Nfaoui, 2021 

[16] 

Accuracy: 53.82 ✗ ✓ SemEval-2018 

AraBERT pre-

trained embed-

ding  

Plutchik’s model 

- Using AraBERT contextu-

alized embedding only. 

- Did not consider the char-

acter-level. 

- Accuracy needs more im-

provement. 

Khalil et al., 

2021 [17] 
Accuracy: 49.8 ✗ ✓ SemEval-2018 

AraVec word em-

beddings 
 

- Using AraVec embedding 

only. 

- Accuracy needs more im-

provement 

Alswaidan & 

Menai, 2020 

[15] 

Accuracy: 51.20 ✗ ✓ 

- SemEval-2018  

- IAEDS  

- AETD  

Stylistic, lexical, 

syntactic, and se-

mantic features. 

Plutchik’s model + 

“love”, “optimism”, 

and “pessimism” 

- Accuracy needs more im-

provement. 

Samy et al., 

2018 [19] 

Accuracy: 53.2 

Micro F1: 49.5 

Macro F1: 64.8 

✗ ✓ SemEval-2018  

Plutchik’s model + 

“love”, “optimism”, 

and “pessimism”  

- Accuracy needs more im-

provement. 
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Subtask a Model/Year Results (%) 
Approach 

Data Source  Features  Emotion Model  Limitations  
ML DL 

E-c 

H. Elfaik & 

Nfaoui, 2023 

[20] 

Accuracy: 60 

Micro F1: 52 

Macro-F1: 35 

✗ ✓ SemEval-2018 

Feature-level fu-

sion representa-

tion 

Plutchik’s model 

- Accuracy needs more im-

provement. 

- Weak ability to deal with 

deeply hidden emotions. 

Mansy et al., 

2022 [18] 

Accuracy: 54 

Micro F1: 52.7 

Macro-F1: 70.1 

✗ ✓ SemEval-2018  
AraVec word em-

beddings 

Plutchik’s model + 

“love”, “optimism”, 

and “pessimism” 

- Accuracy needs more im-

provement. 

H. Elfaik & 

Nfaoui, 2021 

[16] 

Accuracy: 53.82 ✗ ✓ SemEval-2018 

AraBERT pre-

trained embed-

ding  

Plutchik’s model 

- Using AraBERT contextu-

alized embedding only. 

- Did not consider the char-

acter-level. 

- Accuracy needs more im-

provement. 

Khalil et al., 

2021 [17] 
Accuracy: 49.8 ✗ ✓ SemEval-2018 

AraVec word em-

beddings 
 

- Using AraVec embedding 

only. 

- Accuracy needs more im-

provement 

Alswaidan & 

Menai, 2020 

[15] 

Accuracy: 51.20 ✗ ✓ 

- SemEval-2018  

- IAEDS  

- AETD  

Stylistic, lexical, 

syntactic, and se-

mantic features. 

Plutchik’s model + 

“love”, “optimism”, 

and “pessimism” 

- Accuracy needs more im-

provement. 

Samy et al., 

2018 [19] 

Accuracy: 53.2 

Micro F1: 49.5 

Macro F1: 64.8 

✗ ✓ SemEval-2018  

Plutchik’s model + 

“love”, “optimism”, 

and “pessimism”  

- Accuracy needs more im-

provement. 

SemEval-2018

Word and
Document
embedding,
Psychological
Linguistic
features

Plutchik’s model

- Did not consider
emoticons, emojis, and
hashtag information

- Accuracy needs more
improvement.

Badaro et al.,
2018 [47]

Accuracy: 48.9
Micro F1: 61.8
Macro F1: 46.1
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H. Elfaik & 

Nfaoui, 2023 

[20] 

Accuracy: 60 

Micro F1: 52 

Macro-F1: 35 

✗ ✓ SemEval-2018 

Feature-level fu-

sion representa-

tion 

Plutchik’s model 

- Accuracy needs more im-

provement. 

- Weak ability to deal with 

deeply hidden emotions. 

Mansy et al., 

2022 [18] 

Accuracy: 54 

Micro F1: 52.7 

Macro-F1: 70.1 

✗ ✓ SemEval-2018  
AraVec word em-

beddings 

Plutchik’s model + 

“love”, “optimism”, 

and “pessimism” 

- Accuracy needs more im-

provement. 

H. Elfaik & 

Nfaoui, 2021 

[16] 

Accuracy: 53.82 ✗ ✓ SemEval-2018 

AraBERT pre-

trained embed-

ding  

Plutchik’s model 

- Using AraBERT contextu-

alized embedding only. 

- Did not consider the char-

acter-level. 

- Accuracy needs more im-

provement. 

Khalil et al., 

2021 [17] 
Accuracy: 49.8 ✗ ✓ SemEval-2018 

AraVec word em-

beddings 
 

- Using AraVec embedding 

only. 

- Accuracy needs more im-

provement 

Alswaidan & 

Menai, 2020 

[15] 

Accuracy: 51.20 ✗ ✓ 

- SemEval-2018  

- IAEDS  

- AETD  

Stylistic, lexical, 

syntactic, and se-

mantic features. 

Plutchik’s model + 

“love”, “optimism”, 

and “pessimism” 

- Accuracy needs more im-

provement. 

Samy et al., 

2018 [19] 

Accuracy: 53.2 

Micro F1: 49.5 

Macro F1: 64.8 

✗ ✓ SemEval-2018  

Plutchik’s model + 

“love”, “optimism”, 

and “pessimism”  

- Accuracy needs more im-

provement. 
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Approach 

Data Source  Features  Emotion Model  Limitations  
ML DL 

E-c 

H. Elfaik & 

Nfaoui, 2023 

[20] 

Accuracy: 60 

Micro F1: 52 

Macro-F1: 35 

✗ ✓ SemEval-2018 

Feature-level fu-

sion representa-

tion 

Plutchik’s model 

- Accuracy needs more im-

provement. 

- Weak ability to deal with 

deeply hidden emotions. 

Mansy et al., 

2022 [18] 

Accuracy: 54 

Micro F1: 52.7 

Macro-F1: 70.1 

✗ ✓ SemEval-2018  
AraVec word em-

beddings 

Plutchik’s model + 

“love”, “optimism”, 

and “pessimism” 

- Accuracy needs more im-

provement. 

H. Elfaik & 

Nfaoui, 2021 

[16] 

Accuracy: 53.82 ✗ ✓ SemEval-2018 

AraBERT pre-

trained embed-

ding  

Plutchik’s model 

- Using AraBERT contextu-

alized embedding only. 

- Did not consider the char-

acter-level. 

- Accuracy needs more im-

provement. 

Khalil et al., 

2021 [17] 
Accuracy: 49.8 ✗ ✓ SemEval-2018 

AraVec word em-

beddings 
 

- Using AraVec embedding 

only. 

- Accuracy needs more im-

provement 

Alswaidan & 

Menai, 2020 

[15] 

Accuracy: 51.20 ✗ ✓ 

- SemEval-2018  

- IAEDS  

- AETD  

Stylistic, lexical, 

syntactic, and se-

mantic features. 

Plutchik’s model + 

“love”, “optimism”, 

and “pessimism” 

- Accuracy needs more im-

provement. 

Samy et al., 

2018 [19] 

Accuracy: 53.2 

Micro F1: 49.5 

Macro F1: 64.8 

✗ ✓ SemEval-2018  

Plutchik’s model + 

“love”, “optimism”, 

and “pessimism”  

- Accuracy needs more im-

provement. 

SemEval-2018

N-grams,
lexicons, Word
embedding,
Fast-Text

Plutchik’s model

- Using a simple machine
learning algorithm: SVC
with L1 and L2 penalties,
RC, and RF.

- Test each feature
independently.

- Accuracy needs more
improvement.

Mulki et al.,
2018 [48] Accuracy: 46.5
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ML DL 
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H. Elfaik & 

Nfaoui, 2023 

[20] 

Accuracy: 60 

Micro F1: 52 

Macro-F1: 35 

✗ ✓ SemEval-2018 

Feature-level fu-

sion representa-

tion 

Plutchik’s model 

- Accuracy needs more im-

provement. 

- Weak ability to deal with 

deeply hidden emotions. 

Mansy et al., 

2022 [18] 

Accuracy: 54 

Micro F1: 52.7 

Macro-F1: 70.1 
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AraVec word em-

beddings 

Plutchik’s model + 
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provement. 
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[16] 
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Plutchik’s model 
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alized embedding only. 
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- Accuracy needs more im-

provement. 

Khalil et al., 

2021 [17] 
Accuracy: 49.8 ✗ ✓ SemEval-2018 

AraVec word em-

beddings 
 

- Using AraVec embedding 

only. 

- Accuracy needs more im-

provement 

Alswaidan & 

Menai, 2020 

[15] 

Accuracy: 51.20 ✗ ✓ 

- SemEval-2018  

- IAEDS  

- AETD  

Stylistic, lexical, 

syntactic, and se-

mantic features. 

Plutchik’s model + 

“love”, “optimism”, 

and “pessimism” 

- Accuracy needs more im-

provement. 

Samy et al., 

2018 [19] 

Accuracy: 53.2 

Micro F1: 49.5 

Macro F1: 64.8 

✗ ✓ SemEval-2018  

Plutchik’s model + 

“love”, “optimism”, 

and “pessimism”  

- Accuracy needs more im-

provement. 
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ML DL 
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H. Elfaik & 

Nfaoui, 2023 

[20] 

Accuracy: 60 

Micro F1: 52 

Macro-F1: 35 

✗ ✓ SemEval-2018 

Feature-level fu-

sion representa-

tion 

Plutchik’s model 

- Accuracy needs more im-

provement. 

- Weak ability to deal with 

deeply hidden emotions. 

Mansy et al., 

2022 [18] 

Accuracy: 54 

Micro F1: 52.7 

Macro-F1: 70.1 

✗ ✓ SemEval-2018  
AraVec word em-

beddings 

Plutchik’s model + 

“love”, “optimism”, 

and “pessimism” 

- Accuracy needs more im-

provement. 

H. Elfaik & 

Nfaoui, 2021 

[16] 

Accuracy: 53.82 ✗ ✓ SemEval-2018 

AraBERT pre-

trained embed-

ding  

Plutchik’s model 

- Using AraBERT contextu-

alized embedding only. 

- Did not consider the char-

acter-level. 

- Accuracy needs more im-

provement. 

Khalil et al., 

2021 [17] 
Accuracy: 49.8 ✗ ✓ SemEval-2018 

AraVec word em-

beddings 
 

- Using AraVec embedding 

only. 

- Accuracy needs more im-

provement 

Alswaidan & 

Menai, 2020 

[15] 

Accuracy: 51.20 ✗ ✓ 

- SemEval-2018  

- IAEDS  

- AETD  

Stylistic, lexical, 

syntactic, and se-

mantic features. 

Plutchik’s model + 

“love”, “optimism”, 

and “pessimism” 

- Accuracy needs more im-

provement. 

Samy et al., 

2018 [19] 

Accuracy: 53.2 

Micro F1: 49.5 

Macro F1: 64.8 

✗ ✓ SemEval-2018  

Plutchik’s model + 

“love”, “optimism”, 

and “pessimism”  

- Accuracy needs more im-

provement. 

SemEval-2018 TF-IDF Plutchik’s model

- Used TF-IDF only.
- Using SVM with a linear

kernel only.
- Did not consider semantic,

syntactic or stylistic
features.

- Accuracy needs more
improvement.

Abd Al-Aziz
et al., 2015 [39]

2-D graphical
representation
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SemEval-2018
Lexicon Features,
Embedding
Features

Anger, fear,
joy, sadness

- Attention mechanism
not implemented.

EI-reg AlZoubi et al.,
2022 [56] Pearson, 69.2
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sion representa-
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Plutchik’s model 
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Khalil et al., 

2021 [17] 
Accuracy: 49.8 ✗ ✓ SemEval-2018 

AraVec word em-

beddings 
 

- Using AraVec embedding 

only. 

- Accuracy needs more im-

provement 

Alswaidan & 

Menai, 2020 

[15] 

Accuracy: 51.20 ✗ ✓ 

- SemEval-2018  

- IAEDS  

- AETD  

Stylistic, lexical, 

syntactic, and se-

mantic features. 

Plutchik’s model + 

“love”, “optimism”, 

and “pessimism” 

- Accuracy needs more im-

provement. 

Samy et al., 

2018 [19] 

Accuracy: 53.2 

Micro F1: 49.5 

Macro F1: 64.8 

✗ ✓ SemEval-2018  

Plutchik’s model + 

“love”, “optimism”, 

and “pessimism”  

- Accuracy needs more im-

provement. 
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Accuracy: 53.2 
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✗ ✓ SemEval-2018  

Plutchik’s model + 

“love”, “optimism”, 

and “pessimism”  

- Accuracy needs more im-
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SemEval-2018
- Did not consider the

contextualized
embedding and
character-level.

a E-c: Emotion multilabel classification, M-c: Emotion multiclass classification, EI-oc: Emotion Intensity Ordinal
Classification, V-reg: Valence regression, EI-reg: Emotion Intensity Regression.
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3. Preliminaries

This section covers the necessary background for understanding the remainder of the
paper, including LLMs, in-context learning, emotional prompts, and fine-tuning.

3.1. Large Language Models and In-Context Learning

Typically, large language models (LLMs) refer to transformer language models ob-
tained by scaling model size (hundreds of billions or more of parameters) [58], pretraining
corpus and computation. LLMs exhibit strong capacities to understand natural language
and solve complex tasks via text generation [59]. They achieved notable performances
without any task-specific training in many NLP tasks.

A primary approach for employing LLMs involves the use of prompting strategies
to handle diverse tasks. In-context learning (i.e., learning within the context) [24,60]
is a prominent prompting method that involves formatting prompts with both a task
description in natural language and one or more task examples as demonstrations (often
referred to as ‘shots’). By augmenting the input with these examples, referred to as context
augmentation, LLMs demonstrate an impressive ability to generalize to unseen tasks
enabling them to answer queries beyond the capacity acquired during pre-training [24,61].
Figure 2 presents the illustration of the three settings, explored for in-context learning, in
which GPT-3 [24] can perform the task of translating from English to French.

J. Theor. Appl. Electron. Commer. Res. 2024, 19, FOR PEER REVIEW 9 
 

 

3. Preliminaries 

This section covers the necessary background for understanding the remainder of the 

paper, including LLMs, in-context learning, emotional prompts, and fine-tuning.  

3.1. Large Language Models and In-Context Learning 

Typically, large language models (LLMs) refer to transformer language models ob-

tained by scaling model size (hundreds of billions or more of parameters) [58], pretraining 

corpus and computation. LLMs exhibit strong capacities to understand natural language 

and solve complex tasks via text generation [59]. They achieved notable performances 

without any task-specific training in many NLP tasks.  

A primary approach for employing LLMs involves the use of prompting strategies 

to handle diverse tasks. In-context learning (i.e., learning within the context) [24,60] is a 

prominent prompting method that involves formatting prompts with both a task descrip-

tion in natural language and one or more task examples as demonstrations (often referred 

to as ‘shots’). By augmenting the input with these examples, referred to as context aug-

mentation, LLMs demonstrate an impressive ability to generalize to unseen tasks enabling 

them to answer queries beyond the capacity acquired during pre-training [24,61]. Figure 

2 presents the illustration of the three settings, explored for in-context learning, in which 

GPT-3 [24] can perform the task of translating from English to French. 

 

Figure 2. In-context learning (zero-shot, one-shot, and few-shot) contrasted with traditional fine-

tuning [24]. 

3.2. Emotional Prompts (EmotionPrompt) 

Recently, researchers in [26] have demonstrated that LLMs possess a level of emo-

tional intelligence, and their effectiveness can be enhanced using emotional prompts 

Figure 2. In-context learning (zero-shot, one-shot, and few-shot) contrasted with traditional
fine-tuning [24].

3.2. Emotional Prompts (EmotionPrompt)

Recently, researchers in [26] have demonstrated that LLMs possess a level of emotional
intelligence, and their effectiveness can be enhanced using emotional prompts (“Emo-
tionPrompt” for short). An “EmotionPrompt” has a simple structure; it requires only the
inclusion of emotional stimuli alongside the initial prompts, as depicted in Figure 3. This
figure illustrates an example of using an emotional stimulus, “This is very important to
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my career”, appended to the end of the original prompts to improve the performance of
various large language Models (LLMs).
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Their study demonstrated that EmotionPrompt improves performance in deterministic
tasks. It also significantly boosts generative tasks in terms of performance, truthfulness,
and responsibility metrics. They designed effective emotional stimuli by drawing from
three established psychological phenomena, detailed in Figure 4 (left). These stimuli, when
integrated into the original prompt, regulate the emotions of LLMs and tap into their
intrinsic motivation [26].
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3.3. Fine-Tuning

Prompt engineering can sometimes be enough to obtain an LLM to perform well for
various tasks. However, there are still downstream tasks where the model may not perform
as well as you need, even with one or a few short inferences. To improve the performance
for a downstream task, LLMs are fine-tuned with task-specific data [62,63], known as
transfer learning. Fine-tuning in this case adjusts the weights of the pre-trained model
through training on a task-specific supervised dataset. Fine-tuning enhances few-shot
learning by training a pre-trained model on a larger set of examples than it can fit in the
prompt, allowing for improved performance across various tasks. After fine-tuning, the
model does not require examples in the prompt to perform effectively.

There are other different approaches to fine-tuning an LLM such as instruction-tuning
and alignment-tuning which are beyond the scope of this research.
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4. Materials and Method

In this study, we assess the performance of GPT-3.5 Turbo and GPT-4 models on the
Arabic text emotion recognition task. Text emotion recognition task is formally regarded
as a multi-label classification problem. Given an input text (e.g., a tweet), the task is to
predict the emotional states (e.g., sadness, fear, and pessimism) conveyed in this text.
Using an LLM such as GPT-3.5 and GPT-4, we approach this task as follows: given a
prompt containing a task instruction and an input text to be labeled, the LLM generates
a completion containing the most relevant emotional states conveyed in this text. It can
be automatically evaluated using existing metrics such as Jaccard accuracy, micro-average
F1-score, and macro-average F1-score. Figure 5 shows an example.
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4.1. Models’ Deployment, Fine-Tuning and Predictive Testing

This research aims to analyze the complex emotional state conveyed within Arabic user
reviews (e.g., tweets) through the proficient application of LLMs, with a particular focus on
the widely recognized and capable GPT-3.5 Turbo and GPT-4 models. The former was used
for both fine-tuning and emotion prediction. The latter was employed for only emotion
prediction with the zero-shot setting, and EmotionPrompt within zero-shot and few-shot.

Fine-tuning is available for a list of GPT models that are regularly updated. At the
moment when preparing this work, OpenAI expects GPT-3.5 Turbo to be the right model
for most users in terms of results and ease of use [25]. It is recognized as the most capable
and cost-effective model within the GPT-3.5 family, having been optimized for chat through
the Chat Completions API [64]. In addition, gpt-4-0613 is a snapshot of GPT-4 which is
available for fine-tuning, but it is an experimental version at this moment when preparing
this work. Only eligible users can request and gain access. In this regard, we choose to
fine-tune the OpenAI gpt-3.5-turbo-0613, which is a snapshot of gpt-3.5-turbo [27] from
13 June 2023. Its training data are up to Sep 2021. Its maximum context window length is
4097 tokens so each training example from our dataset (for fine-tuning) fits well inside this
context. The gpt-3.5-turbo-0613 base model was initially employed to make predictions for
the Arabic tweets in the test set using a specific prompt presented in Section 4.3.

In addition, we used GPT-4 (gpt-4-0613 snapshot) for evaluating EmotionPrompt
within zero-shot in the task of Arabic multiclass emotion classification.

4.2. Data Pre-Processing and Formatting
4.2.1. Dataset

We use the SemEval-2018 E-c dataset [13] for evaluating the different settings (Emo-
tional Stimuli prompt, In-context learning, and Fine-tuning) efficacy across diverse emo-
tional labels. It stands as the only publicly available benchmark designed for the Arabic
multi-label emotion recognition task. Each tweet in the dataset is assigned either the label
“neutral or no emotion” or as one or more of the following eleven emotions: “anger”,
“anticipation”, “disgust”, “fear”, “joy”, “love”, “optimism”, “pessimism”, “sadness”, “sur-
prise”, and “trust”. With a total of 4381 tweets, the dataset is distributed across training
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(2278 tweets), development (585 tweets), and testing (1518 tweets) sets. The emotional label
distribution is presented in Table 2. There are different topics discussed in this dataset,
including social and cultural events, healthcare and public health, political events and
issues, violence and crime, natural disasters and emergencies, etc.

Table 2. The statistics of the SemEval-2018 E-c Arabic dataset [16].

No. Emotion Label
Number of Tweets Distribution (%)

Train Dev Test Train Dev Test

0 Anger 899 215 609 39.46 36.75 40.12
1 Anticipation 209 57 158 09.17 09.74 10.41
2 Disgust 433 106 316 19.00 18.12 20.82
3 Fear 391 94 295 17.16 16.07 19.43
4 Joy 605 179 393 26.56 30.60 25.89
5 Love 562 175 367 24.67 29.91 24.18
6 Optimism 561 169 344 24.62 28.89 22.66
7 Pessimism 499 125 377 21.90 21.37 24.83
8 Sadness 842 217 579 36.96 37.09 38.14
9 Surprise 47 13 38 02.06 02.22 02.50
10 Trust 120 36 77 05.27 06.15 05.07

4.2.2. Data Preprocessing: Arabic Tweet Preprocessing

Data preprocessing serves as the preliminary phase for refining input data, aiming to
standardize it into an appropriate format. It comprises different steps depending on the data
structure and intended task [65]. The pivotal merit of implementing data preprocessing lies
in diminishing the overall dataset features, concurrently elevating classifier performance in
resource efficiency and classification accuracy [66]. The procedural steps employed in this
study for tweet preprocessing include the following:

• Punctuation removal: we removed symbols (-, _, ., „ ;, :, ‘, etc.) that are irrelevant in
our proposal.

• Latin characters and digit removal: we excluded numerical and Latin data because
they are not effective in categorizing the emotional label within tweets.

• Emoji replacement: we developed a lexicon comprising approximately 100 commonly
used emojis on Twitter. Subsequently, we replaced each emoji with its corresponding
Arabic word.

4.3. Prompt Design

GPT models are optimized for use in English, but many of them such as GPT-3.5 Turbo
demonstrate impressive capabilities in multiple languages [67]. Ref. [21] found ChatGPT
to work better with English prompts than Arabic prompts. This is in line with [68], who
observed that for the low-resource language (e.g., Arabic), providing task descriptions
in a high-resource language such as English can improve results. In this regard, in our
initial experiments, we experimented with a diverse set of prompts in both English and
Arabic to engineer an efficient prompt for the Arabic emotion recognition task [69]. We
observed that the English prompt outperforms its Arabic counterpart. Hence, we designed
an effective prompt in English depicted in Figure 6. Figure 7 shows its structure in the
Chat Completions API format [64]. The English translation of the Arabic words used in
this prompt is as follows: List of emotions: “anger, anticipation, disgust, fear, joy, love,
optimism, pessimism, sadness, surprise, trust”, Tweet: “It’s almost 7:30 AM and you’re
alone. #Misery Hatred”.
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In addition, we designed an EmotionPrompt to evaluate and understand GPT-4
behavior on the Arabic emotion recognition task. According to [26], an EmotionPrompt
requires only appending emotional stimuli to the end of the initial prompts. In this regard,
we have chosen the emotional stimulus “This is very important to my career” and added
it to the end of the original prompt. As demonstrated in the EmotionPrompt original
paper [26], this stimulus is inspired by self-monitoring psychological phenomena and
emerges as the most effective one for the 24 instruction induction tasks proposed in [70],
ranging from morphosyntactic tasks and semantics category to sentiment analysis. From
our point of view, this stimulus is very suitable since the topics discussed in this dataset
are related to some social problems (e.g., violence and crime), political events and issues,
healthcare and public health, etc. It means that in this case, the user is interested more
in making a good decision about their career/life related implicitly to the discussed field.
Hence, the designed EmotionPrompt for our task is as follows (Figure 8):
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4.4. Supervised Fine-Tuning Process

To perform fine-tuning on the gpt-3.5-turbo base model, we used the official OpenAI
Fine-tuning API [25]. We trained a new fine-tuned model using training data and the
selected underlying model gpt-3.5-turbo-0613. Regarding the model hyperparameters,
OpenAI allows us to specify the number of epochs (n_epochs) to fine-tune a model. It
recommends initially training without specifying the number of epochs (n_epochs defaults
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to “auto”). This allows to pick a default value based on the dataset size. In our case, the
picked default value was n_epochs = 3. Then, we adjusted this value manually to 5 because
we observed that the model did not follow the training data as much as expected. This is
in line with the OpenAI fine-tuning guide which recommends increasing the number by
1 or 2 epochs for tasks in which there is a single ideal completion such as our multi-label
emotion classification task. This is a task for which we can compute a final accuracy metric
against a reference answer. We reused the default values for the learning rate multiplier
and batch size.

• Data formatting for fine-tuning: Train and validation sets

We create a diverse set of demonstration conversations that are similar to the conver-
sations we will ask the model to respond to at the inference time. Each training example
in the training set and the validation set should be a conversation in the same format as
the OpenAI Chat Completions endpoint; specifically, each training example is a list of
messages where each message has a role and content. Figure 9 shows an example of an
entry in the train set formatted according to the Chat Completions conversation [64].
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In addition to training data, we provided validation data, which will be used to make
sure that the model does not overfit our training set. It has the same format as the train set.

5. Evaluation
5.1. Evaluation Settings

In all the experiments, we use gpt-3.5-turbo-0613 and gpt-4-0613 snapshots of GPT-3.5
Turbo and GPT-4, respectively. We evaluated the base model GPT-3.5 Turbo in zero-shot,
one-shot, and few-shot settings. GPT-4 was evaluated in a zero-shot setting, Emotion-
Prompt within zero-shot and few-shot incorporating the emotion stimulus “This is very
important to my career”. As shown in the experiments from the EmotionPrompt orig-
inal paper [26], this stimulus is the most effective one for the 24 instruction induction
tasks proposed in [70], ranging from morphosyntactic tasks and semantics category to
sentiment analysis.

Regarding zero-shot, we evaluated each example in the test set. For one-shot, we
evaluated each example in the test set by randomly drawing one demonstration (i.e.,
example) from the training set as conditioning. For the GPT-3.5 Turbo few-shot setting,
we evaluated each example in the test set by randomly drawing k examples from the
training set as conditioning. This is in line with the work proposed in the GPT-3 original
paper [24], where the authors evaluated their models in this way for some tasks. K can be
any value from 0 to the maximum amount allowed by the model’s context window, which
is nctx = 4097 tokens. In our case, we have separate validation and test sets; therefore, we
experiment with a few values of K on the validation set and then run the best value on
the test set. The best value of k in our case was 7. Larger values of K are usually but not
always better [24].

For the EmotionPrompt in the few-shot experiment, we used the same prompt as in
the EmotionPrompt zero-shot experiment and randomly sampled five input–output pairs
as in-context demonstrations (5-shot) from the train set. The number of demonstrations
was set to 5 as an optimized value suggested in the EmotionPrompt original paper [26].
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We utilized the official OpenAI Chat Completions API to make predictions on the test
set using the fine-tuned models, GPT-3.5 Turbo and GPT-4 base models. To control the
randomness and the repetition degree of generation of these LLMs, we set the following
decoding strategy parameters:

• temperature = 0: Higher values like 0.8 will make the completions more random, while
lower values like 0.2 will make it more focused and deterministic. Since the completion
of our emotion recognition task must contain a list of exact labels (emotions), we chose
a temperature value equal to 0 to make it more deterministic.

• frequency_penalty = 0 (Defaults to 0): Limits the frequency of tokens in a given response.
Positive values penalize new tokens based on their existing frequency in the text so far,
decreasing the model’s likelihood of repeating the same line verbatim. In our emotion
recognition task, the completion cannot contain more than one occurrence of each
label returned.

• presence_penalty = 0 (Defaults to 0): Positive values penalize new tokens based on
whether they appear in the text so far, increasing the model’s likelihood of talking
about new topics. In our case, we chose the default value, we do not need to force the
system to use new tokens and produce new ideas. Our model aims at predicting the
emotion labels conveyed in an Arabic tweet among 11 ones (“anger”, “anticipation”,
“disgust”, “fear”, “joy”, “love”, “optimism”, “pessimism”, “sadness”, “surprise”,
and “trust”).

5.2. Evaluation Metrics

We used example-based measures and label-based measures to assess the perfor-
mance of each model. They are common and suited metrics for multi-label classification
tasks [71–73]. The SemEval-2018 Task 1 competition organizers have similarly utilized these
evaluation metrics for the E-c subtask [13]. Example-based measures include Jaccard accu-
racy, precision, recall, and F1-score. Label-based measures comprise six micro-precision,
micro-recall, micro-F1, macro-precision, macro-recall, and macro-F1 described below.

• Example-Based Measures

Definitions provided below rely on specific notation: yi represents the set of true labels
for the example xi, f (xi) =

∼
y i represents the set of labels predicted by the classifier f for

the example xi, N denotes the total number of examples, and Q denotes the total number
of labels.

Accuracy (Equation (1)) for an input example xi is determined through the Jaccard
similarity coefficient between the predicted label sets

∼
y i and true label sets yi. Accuracy is

defined as the micro-averaged value across all examples in the dataset:

Accuracy( f ) =
1
N

N

∑
i=1

| f (xi) ∩ yi|
| f (xi) ∪ yi|

(1)

Precision (Equation (2)) is calculated as follows:

Precision( f ) =
1
N

N

∑
i=1

| f (xi) ∩ yi|
|yi|

(2)

Recall (Equation (3)) is calculated as follows:

Recall( f ) =
1
N

N

∑
i=1

| f (xi) ∩ yi|
| f (xi)|

(3)
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F1-score (Equation (4)) is calculated as the harmonic mean between precision and recall:

F1− score =
2× Precision( f )× Recall( f )

Precision( f ) + Recall( f )
=

1
N

N

∑
i=1

2× | f (xi) ∩ yi|
| f (xi)|+ |yi|

(4)

• Label-based measures

Definitions provided below rely on specific notation: TPj, FPj and FN j denote, re-
spectively, the total number of “True Positives”, “False Positives”, and “False Negative”
considering the label λj as a binary class.

Macro-precision (Equation (5)) is calculated as the precision averaged across all labels:

Macro− Precision =
1
Q

Q

∑
j=1

TPj

TPj + FPj
(5)

Macro-recall (Equation (6)) is calculated as the recall averaged across all labels:

Macro− Recall =
1
Q

Q

∑
j=1

TPj

TPj + FN j
(6)

Macro-F1 (Equation (7)) is calculated as the harmonic mean between precision and
recall, where the average is calculated individually for each label and then averaged across
all labels. If pj and rj are the precision and recall for all λj ∈ f (xi) from λj ∈ yi, the
macro-F1 is determined as:

Macro− F1 =
1
Q

Q

∑
j=1

2× pj × rj

pj + rj
(7)

Micro-precision (Equation (8)) is calculated as the precision averaged over all the pairs
of example/labels:

Micro− Precision =
∑Q

j=1 TPj

∑Q
j=1 TPj + ∑Q

j=1 FPj
(8)

Micro-recall (Equation (9)) is calculated as the recall averaged over all the pairs of
example/labels:

Micro− Recall =
∑Q

j=1 TPj

∑Q
j=1 TPj + ∑Q

j=1 FN j
(9)

Micro-F1 (Equation (10)) is calculated as the harmonic mean between micro-precision
and micro-recall:

Micro− F1 =
2×Micro− Precision×Micro− Recall

Micro− Precision + Micro− Recall
(10)

Moreover, we have also employed the receiver operating characteristic curve (ROC
curve). This graphical representation illustrates the predictive performance of the clas-
sification model across all classification thresholds by depicting the “True Positive Rate
(TPR)” and “False Positive Rate (FPR)” parameters [74]. A curve skewed more towards a
higher TPR indicates better performance of the classification model. The optimal classifier
prediction would feature a curve tending towards the point (0, 1) or the top-right corner.

6. Results, Discussion, and Limitations

In this section, we report the results of the fine-tuning process and test the fine-
tuned models’ performance on the Arabic multi-label emotion classification task. We
compare the fine-tuned models with the base model GPT-3.5 Turbo tested within in-context
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learning settings (zero-shot, one-shot, and few-shot), GPT-4 tested within zero-shot and
EmotionPrompt, as well as other methods from the literature.

6.1. Analyzing the Fine-Tuned Models

In this sub-section, we aim to analyze the training metrics computed over the course of
training. Two fine-tuning processes were performed. The first one achieved a final training
loss of 0.07674 and a final training accuracy of 0.93939 over three epochs (at step 1709 (see
Figure 10a,b below)). The second one achieved a final training loss of 0.04444 and a final
training accuracy of 1.0 over five epochs (at step 1628).
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Figure 10. Training metrics computed throughout training (training run steps) for fine-tuned GPT-
3.5-turbo model (n_epochs = 3). (a) train_loss, (b) train_accuracy, (c) valid_loss computed at periodic
intervals during training, (d) valid_mean_token_accuracy computed at periodic intervals during
training. The fine-tuning job running time was approximately 52 min 31 s.

These metrics show the models’ generalization and adaptability during fine-tuning.
For more details, Figure 10a,b show the train_loss and train_accuracy (training token
accuracy) computed during the training run steps over three epochs, where a step refers
to one forward and backward pass on a batch of data. Figure 10c,d show evaluations
(valid_loss and valid_mean_token_accuracy) on how well the fine-tuned model performs
against the validation data at periodic intervals during training. These plots provide a
sanity check that training went smoothly (loss decrease, token accuracy increase). Plots
related to five epochs are not expanded to reduce the clutter.

After the fine-tuning process (the model training) is completed, the fine-tuned models
will be evaluated on the test data. The next section presents the overall results and the
performance comparison with other models.



J. Theor. Appl. Electron. Commer. Res. 2024, 19 1135

6.2. Comparative Analysis and Models’ Evaluation
6.2.1. Fine-Tuned Models Evaluation and Performance Comparison with the Base Model
and SOTA

Table 3 shows the multi-label classification metrics for the fine-tuned model_1 (three
epochs), and the fine-tuned model_2 (five epochs). It shows the results obtained from the
base model GPT-3.5-turbo (gpt-3.5-turbo-0613 snapshot) tested within in-context learning
settings (zero-shot, one-shot, and few-shot), GPT-4 (gpt-4-0613 snapshot) tested in zero-
shot, EmotionPrompt within zero-shot and few-shot, and six models from the literature,
using the same test set.

Table 3. Results on Arabic multi-label emotion recognition task using SemEval-2018 E-c dataset.
Zero-shot, one-shot, few-shot, and fine-tuning compared to the SOTA. The scores are accuracy
(Jaccard similarity coefficient) and F1-score. GPT-3.5-turbo and GPT-4 refer to gpt-3.5-turbo-0613 and
gpt-4-0613 snapshots, respectively, from 13 June 2023.

Setting Jaccard
Accuracy

Micro-Averaged
F1-Score

Macro-Averaged
F1-Score

Model_1: Fine-tuned GPT-3.5-turbo model (n_epochs = 3) 62.03% 73.00% 62.00%
Model_2: Fine-tuned GPT-3.5-turbo model (n_epochs = 5) 61.91% 72.00% 61.00%
SOTA: Elfaik and Nfaoui, 2023 [20] 60.00% 52.00% 35.00%
GPT-4 (EmotionPrompt within Few-Shot) 54.22% 65.00% 58.00%
Mansy et al., 2022 [18] 54.00% 52.7% 70.10%
Elfaik and Nfaoui, 2021 [16] 53.82% - -
GPT-4 (Zero-Shot) 53.07% 65.00% 55.00%
GPT-4 (EmotionPrompt within Zero-Shot) 52.92% 64.00% 54.00%
Alswaidan and Menai, 2020 [15] 51.20% 63.10% 50.20%
Khalil et al., 2021 [17] 49.80% 61.50% 44.00%
EMA Team [47] 48.90% 61.80% 46.10%
GPT-3.5-turbo (Few-Shot) 48.56% 59.00% 51.00%
GPT-3.5-turbo (Zero-Shot) 48.15% 58.00% 46.00%
GPT-3.5-turbo (One-Shot) 45.49% 56.00% 49.00%

Based on the comparative analysis presented in this table, it is apparent that the fine-
tuned GPT-3.5-turbo model (n_epochs = 3) has established a new state-of-the-art benchmark
for the Arabic multi-label emotional recognition task, achieving relatively an impressive
classification accuracy of 62.03%. Notably, our fine-tuned model exhibits an enhancement
of 2.03% over the SOTA [20]. This fine-tuned model demonstrates a significant performance
advantage, surpassing the results reported in the SemEval-2018-Task1: Affect in Tweets
competition. Specifically, it exhibits an enhancement of 13.13% over the best-performing
model in the competition, namely EMA [47], which achieved 48.90% in terms of accuracy.

Furthermore, our fine-tuned models (model_1 and model_2) achieved a remarkable
micro-avg and macro-avg F1-scores of 73% and 62%, respectively—a substantial increase
from the SOTA model of 52% and 35%, respectively. This notable improvement consistently
supports and reinforces the performance results in classifying emotion labels conveyed in
Arabic tweets.

EmotionPrompt within the few-shot experiment achieved an accuracy of 54.22%,
which is slightly better than EmotionPrompt within the zero-shot experiment (52.92%)
and zero-shot settings (53.07%). This is in line with the findings from EmotionPrompt
original paper [26] where the authors indicated that EmotionPrompt is better at in-context
learning with few-shot examples. However, in our scenario, EmotionPrompt does not
boost the results. One reason can be the low-temperature value (temperature = 0) chosen
in this experiment. Since the completion of our emotion recognition task must contain
a list of exact labels (emotions), we chose a temperature value equal to 0 to make it
more deterministic. Nevertheless, the authors in [26] found that EmotionPrompt exhibits
heightened effectiveness in high-temperature settings.
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To further assess the performance of the models, we provide a visual comparison
in terms of the ROC score depicted in Figure 11. As we can see in this ROC curve, our
fine-tuned models (model_1 and model_2) outperform all the other ones with an ROC
score of 82.51% and 82.38%, respectively. Furthermore, we observed that the black and
yellowish-green lines which represent model_1 and model_2, are more inclined towards
TPR, indicating higher TPR and lower FPR, as well as superior classification performances.
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6.2.2. Models’ Performance Metrics Comparison per Emotional Label

Table 4 shows the effectiveness of the top two models regarding each emotion. The
precision, recall, and F1-scores associated with each label demonstrated that the fine-tuned
models (model_1 and model_2) achieved the highest performance results for all emotional
labels except “optimism” in terms of precision (marginal difference 2%) compared to SOTA
(model_3).

Table 4. Comparison of the performance results per emotional label in multi-label classification task
on SemEval-2018 E-c dataset. Bold indicates the best score. Model_1: Fine-tuned GPT-3.5-turbo model
(n_epochs = 3), Model_2: Fine-tuned GPT-3.5-turbo model (n_epochs = 5), Model_3: SOTA [20].

Emotional Label
Precision Recall F1-Score

Model_1 Model_2 Model_3 Model_1 Model_2 Model_3 Model_1 Model_2 Model_3

anger 0.78 0.75 0.67 0.87 0.88 0.73 0.82 0.81 0.70
anticipation 0.49 0.35 0.25 0.23 0.21 0.02 0.31 0.26 0.03
disgust 0.57 0.58 0.45 0.66 0.66 0.35 0.61 0.62 0.39
fear 0.86 0.83 0.38 0.73 0.76 0.11 0.79 0.79 0.17
joy 0.91 0.88 0.83 0.79 0.82 0.54 0.85 0.85 0.65
love 0.81 0.79 0.75 0.79 0.78 0.46 0.80 0.79 0.57
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Table 4. Cont.

Emotional Label
Precision Recall F1-Score

Model_1 Model_2 Model_3 Model_1 Model_2 Model_3 Model_1 Model_2 Model_3

optimism 0.75 0.75 0.77 0.81 0.81 0.52 0.78 0.78 0.62
pessimism 0.50 0.51 0.33 0.59 0.58 0.16 0.54 0.54 0.22
sadness 0.77 0.79 0.69 0.79 0.77 0.45 0.78 0.78 0.55
surprise 0.44 0.36 0.00 0.18 0.21 0.00 0.26 0.27 0.00
trust 0.37 0.39 0.00 0.21 0.18 0.00 0.27 0.25 0.00

Micro-Avg 0.73 0.72 0.66 0.72 0.72 0.42 0.73 0.72 0.52
Macro-Avg 0.66 0.63 0.47 0.60 0.61 0.30 0.62 0.61 0.35

Overall, model_1 effectively recognizes the correct emotional labels in the majority of
input tweets. However, the F1-score performance results for each emotional state reveal a
challenge in effectively detecting unbalanced emotional labels including “anticipation”,
“surprise”, and “trust”. One contributing factor could be the significant disparity in the
number of instances among emotion labels within the SemEval-2018 dataset (Table 2).
Notably, the emotion label “anger” had the highest number of samples, constituting 39.46%
and 40.12% of samples in both train and test sets, respectively. Conversely, emotional labels
such as “anticipation”, “surprise”, and “trust” had considerably the smallest number of
instances, comprising only 9,17%, 2.06%, and 5.27% in the train set and 10,41%, 2.50%,
and 5.07% in the test set, respectively. Addressing these imbalances in dataset distribution
could enhance the model’s effectiveness across all emotional labels.

Moreover, our fine-tuned models (model_1 and model_2) demonstrate a notable
enhancement over the SOTA (model_3) in both macro-average and micro-average scores.
Specifically, model_1 achieved a significant increase in precision scores of 19% and 7%,
recall scores of 30% and 30%, and F1-scores of 27% and 21%, respectively. Hence, this
substantial rise ultimately supports and reinforces the performance results.

Overall, we conclusively show that the fine-tuned GPT-3.5-turbo model surpassed
task-specific models for the Arabic multi-label emotion classification task.

6.3. Limitations

In this study, we observed that GPT-3.5 Turbo and GPT-4 have limitations in addressing
the morphology and syntax of Arabic script. This is in line with other research [21,75,76]
which showed that GPT-3.5 performs generally well for high-resource languages such
as English and German compared to low-resource ones such as Arabic. Apart from the
ratio of the amount of Arabic data sources in the pre-training data, one reason can be the
tokenizer used by GPT-3.5 Turbo and GPT-4. Authors in [77] have shown that tokenizers
can negatively affect LLMs’ multilingual capabilities and particularly their performance in
the Arabic language, leading to inaccuracies in downstream tasks.

Another issue related to the effectiveness of these models in the Arabic multi-label
emotion classification task is that the available benchmark dataset we used for fine-tuning
is relatively small and imbalanced. This prevents the models from learning all conveyed
emotions and understanding the implicit relationships among certain correlated emotions.
For example, the training samples for “anger” and “sadness” are approximately half of
the total number of the train instances, representing approximately 19 times than those
corresponding to “surprise”. Consequently, during the fine-tuning process, the models
have a greater capacity to learn additional input features associated with “anger” and
“sadness”. To improve the performance results, we suggest fine-tuning these models on a
large and balanced dataset of multilabel emotion classification.

7. Conclusions and Future Directions

We found that the fine-tuned GPT-3.5-Turbo on Arabic multi-label emotion classifica-
tion established a new SOTA on the SemEval-2018 E-c benchmark dataset. It outperformed
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the base models experimented with few-shot prompting and EmotionPrompt, as well as
task-specific models. The fine-tuned model showed enhanced accuracy and improved
F1-scores, precision and recall. We observed the model’s limitation in addressing the unique
morphology and syntax of Arabic script, which influences its efficacy in achieving a high
accuracy value. Using tokenizers suited to the Arabic language could ensure more accurate
text processing and represent a good idea to tackle this issue. Indeed, the tokenization
process plays a crucial role and can negatively affect LLMs’ multilingual capabilities when
it does not consider the unique morphological aspects of low-resourced natural languages
such as Arabic, leading to inaccuracies in downstream tasks.

Exploring and evaluating recent LLMs predominantly focused on Arabic linguistic
elements is a good way to deal with the Arabic multi-label emotion classification task
aimed at developing accurate and intelligent applications for multiple fields, including
brand/business reputation monitoring, customer satisfaction understanding, etc.
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