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Abstract: The living vegetation volume (LVV) can accurately describe the spatial structure of greening
trees and quantitatively represent the relationship between this greening and its environment. Because
of the mostly line shape distribution and the complex species of street trees, as well as interference
from artificial objects, current LVV survey methods are normally limited in their efficiency and
accuracy. In this study, we propose an improved methodology based on vehicle-mounted LiDAR
data to estimate the LVV of urban street trees. First, a point-cloud-based CSP (comparative shortest-
path) algorithm was used to segment the individual tree point clouds, and an artificial objects and low
shrubs identification algorithm was developed to extract the street trees. Second, a DBSCAN (density-
based spatial clustering of applications with noise) algorithm was utilized to remove the branch
point clouds, and a bottom-up slicing method combined with the random sampling consistency
iterative method algorithm (RANSAC) was employed to calculate the diameters of the tree trunks and
obtain the canopy by comparing the variation in trunk diameters in the vertical direction. Finally, an
envelope was fitted to the canopy point cloud using the adaptive AlphaShape algorithm to calculate
the LVVs and their ecological benefits (e.g., O2 production and CO2 absorption). The results show
that the CSP algorithm had a relatively high overall accuracy in segmenting individual trees (overall
accuracy = 95.8%). The accuracies of the tree height and DBH extraction based on vehicle-mounted
LiDAR point clouds were 1.66~3.92% (rRMSE) and 4.23~15.37% (rRMSE), respectively. For the plots
on Zijin Mountain, the LVV contribution by the maple poplar was the highest (1049.667 m3), followed
by the sycamore tree species (557.907 m3), and privet’s was the lowest (16.681 m3).

Keywords: living vegetation volume (LVV); vehicle-borne laser scanning (VLS); tree canopy extraction;
artificial objects identification; urban forest; ecological benefits

1. Introduction

A healthy urban forest plays a key role in air quality improvement and heat island
effect mitigation [1–3]. Street trees have the functions of releasing oxygen, absorbing air
pollution, transpiring water, and improving soil quality [4–6]. Furthermore, they play vital
roles in regulating temperature and humidity on a regional scale. Evaluating the ecological
value of street trees is of great importance, as it allows us to quantitatively understand their
roles in air purification and mitigating environmental pollution [7]. The living vegetation
volume (LVV) is one of the upmost indicators in the evaluation of the ecological benefits
of urban street trees, and it is described as the volume of branches and leaves within the
tree canopy (m3) [8–10]. The LVV is highly correlated with the production capacity of
trees, which is normally used to indicate the plant yield and ecological and economic
benefits [11,12].

Traditionally, the LVVs of individual trees are measured by field survey, which is
time-consuming and laborious [13]. Remote sensing technology can conduct large-scale
observations in a relatively short period and obtain valuable remote sensing data. It has
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good timeliness and periodicity [14]. There are two approaches to estimating LVVs using
optical remote sensing. One approach is to determine the structural information of trees in
light of the parallax of two neighboring aerial images and then calculate the LVV based on
the experimental formula of “crown diameter-crown height-volume” [15]. This approach
relies on the estimated tree height and crown diameter, which easily accumulate errors [16].
Additionally, the fitted formula cannot fully accommodate the diverse complexities of tree
canopy characteristics [17]. Another approach is to utilize UAV aerial photogrammetry
and computer vision software (e.g., Pix4D4.5.6) to generate a three-dimensional model or
point cloud model for the extraction of LVVs [18,19]. However, when dealing with natural
objects such as vegetation canopies, capturing images with a UAV makes it difficult to
obtain structural information under the canopy.

LiDAR is an advanced technology that is capable of capturing 3D measurements
through the emission of laser light [20]. It excels at penetrating complex environments
(including dense vegetation), capturing detailed tree information, and obtaining accurate
elevation information for precise tree height and volume data. Lv et al. [21] used ULS
(unmanned aerial vehicle laser scanner) data to obtain the point cloud data of 64 urban
roadside ginkgo trees. Their developed algorithm (the voxel coupling convex hull by slices
algorithm) accurately estimated the LVV of an individual ginkgo tree, achieving a high
level of accuracy (RMSE = 11.17 m3). LiDAR systems can be classified as airborne LiDAR
systems, vehicle-mounted LiDAR scanning systems, backpack LiDAR scanning systems,
terrestrial LiDAR scanning systems, etc. [22–24]. The UAV LiDAR system is capable of
acquiring forest information in a cost-effective and efficient manner. However, its special
data acquisition style (from top to bottom) makes it difficult to penetrate the canopy of trees
to capture the understory’s canopy structure information. At the same time, its point density
is limited, which affects the accuracy of the extraction of a tree’s structural parameters.
Terrestrial laser scanning (TLS) has advantages in accurately extracting individual trees’
structural parameter information, but for the extensive collection of street tree information,
it requires the deployment of a large number of stations [25]. The data fusion and processing
involved in this process are complex and tedious, making it difficult to complete within a
brief duration [26]. The backpack LiDAR system has high portability and flexibility, making
it easy to carry out surveys and scans in various environments, such as environments with
a complex understory [27]. However, backpack LiDAR systems also face issues such as
low efficiency and high error rates. In addition, when a backpack LiDAR system uses the
SLAM algorithm, the system accumulates errors over time during self-localization and
map building [28].

A vehicle-mounted LiDAR system (VLS) has the advantages of high efficiency and
strong penetrability. It can obtain high-density point clouds and accurately acquire struc-
tural information under the tree canopy [29]. The VLS has a strong detection capability for
the spatial structure of vegetation, which is applicable for quickly obtaining the structural
information of trees over a wide area. Tao et al. [30] used data from a vehicle-mounted
LiDAR system to segment the tree canopy of broadleaved and coniferous forests in China.
Quantitative assessments at the point level revealed that, for the street trees scanned using
the mobile LiDAR, all points were accurately classified as their respective trees.

Previous research has demonstrated that VLS data perform well when applied in
various studies of urban street trees. Yan et al. [31] obtained the point data of 30 street
trees (20 oriental plane (Platanus orientalis L.) trees and 10 ginkgo (Ginkgo biloba L.) trees)
by VLS. They extracted individual tree crowns by identifying the first branching point of
the crown and calculated their LVVs. Wu et al. [32] presented a new voxel-based marked
neighborhood searching (VMNS) method to efficiently identify street trees and derive their
morphological parameters from VLS point cloud data. The evaluation results show that
the completeness and correctness of the method for street tree detection are over 98%.
However, there are still some gaps and issues in the current research on the use of VLS to
extract LVVs from street trees. One issue is how to automatically and accurately identify the
tree point cloud from the original dataset containing massive natural and artificial objects.



Remote Sens. 2024, 16, 1662 3 of 26

Another issue is how to accurately segment the tree-canopy point cloud and calculate the
LVV efficiently. Few studies in the field of LVV extraction have considered the interference
of artificial features. Furthermore, the accurate extraction of the tree crown structure and
sequent calculation of the LVV have received little attention.

In order to accurately and nondestructively estimate the LVVs of urban street trees,
this paper proposes an improved methodology for accurately and nondestructively es-
timating the LVV of urban street trees based on vehicle-mounted LiDAR data. We first
developed an artificial objects and low shrubs identification algorithm to accurately extract
the street trees. Second, we utilized a DBSCAN algorithm to remove the branch point
cloud. A bottom-up slicing method was used to calculate the diameter of the tree trunk
and obtain the canopy. Finally, we fitted an envelope to the canopy point cloud using the
adaptive AlphaShape algorithm to calculate the LVV and their ecological benefits (e.g.,
O2 production and CO2 absorption). We conducted a statistical analysis to determine the
LVV contributions of various tree species, as well as the ecological benefits they provide.
The research objectives were as follows: (1) to develop an automated individual tree point
cloud identification approach for extracting street trees based on VLS data, which take into
account the crown shape and height of the trees; (2) to develop a tree canopy point cloud
extraction algorithm based on a bottom-up slicing method combined with the RANSAC
and DBSCAN algorithms to estimate the LVVs and ecological benefits of individual trees.

2. Materials and Methods

Aiming at the characteristics of long planting routes and large ranges of street trees,
this paper designs a framework for the LVV estimation of urban street trees. This frame-
work includes data collection, preprocessing, individual tree segmentation, tree extraction,
and LVV calculation. The steps of the framework are as follows: (1) acquire precise 3D
point cloud information of trees using a vehicle-mounted LiDAR system known for its
efficiency and accuracy; (2) process the point cloud data by eliminating ground points, and,
subsequently, segment the nonground point cloud into distinct entities; (3) use the shape
index algorithm to remove the artificial features and low shrubs and then extract the tree
point cloud; (4) use the DBSCAN algorithm to remove the lateral branch point cloud by
clustering identification, combined with the RANSAC algorithm to fit the trunk cylinders
and the slicing method to extract the individual tree canopy; (5) use the AlphaShape algo-
rithm for the LVV calculation and to quantify the associated ecological benefits, such as O2
production and CO2 absorption. The technical route illustrating the methodology of this
investigation is presented in Figure 1.

2.1. Study Area

Zijin Mountain is located in the eastern suburbs of Nanjing (118◦48′24′′~118◦53′04′′E,
32◦01′57′′~32◦06′15′′N), with a total area of about 30.09 km2 and a main peak altitude of
448.9 m, with a relative height of 420 m [33]. Zijin Mountain is situated in the northern
subtropical region, characterized by an annual rainfall of 900 to 1000 mm and an average
annual temperature exceeding 15.7 ◦C. The study area abounds in plant resources, featuring
predominantly mixed deciduous and evergreen broad-leaved forests typical of the northern
subtropical zone, with a prevalence of evergreen vegetation. A map of the study area is
shown in Figure 2.
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accuracy of the tree segmentation; and F is the overall accuracy of combining the wrong and missed 
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Figure 1. Technical flowchart of this study, including sections such as VLS LiDAR point cloud data
collection, data preprocessing, tree segmentation, trees extraction, RANSAC-based separation of side
branches, canopy extraction by slicing method, envelope fitting, and analysis of the extracted LVV. In
the CSP algorithm, r represents the percentage at which the trees are detected; p denotes the accuracy
of the tree segmentation; and F is the overall accuracy of combining the wrong and missed segments.

2.2. Data Collection
2.2.1. Field Investigation

Nine sample plots (100 × 30 m2) were established along the direction of the road,
considering factors such as distance, slope, type of tree species, and density of canopy.
The measurement and location of all the trees mainly included recording the individual tree
species, DBH, tree height, canopy width, and canopy density, whereby the tree height was
determined using a Vertex V laser altimeter (Haglöf, Swiss). Canopy width was measured
with a tape measure of the projected distances in the two main directions. The positional
data of each tree were recorded by real-time differential equipment Trimble R8s GNSS
(Trimble, Kennesaw, GA, USA) with an accuracy of 5 cm. The parameters of the individual
tree surveys within the sample plot are summarized in Table 1.
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2.2.2. Vehicle LiDAR Data 
A VLS with a high-resolution (890 W) RGB video camera and LiDAR sensor XT 32 

was used for LiDAR data acquisition. The LiDAR sensor was placed at an angle of 45° 
along the horizontal plane to facilitate the acquisition of branch structure information in 

Figure 2. Overview maps of the study area: (a) satellite image of the administrative divisions in
Nanjing city; (b) satellite image of the Zijin Mountain area along with vehicle travel routes and
sample site locations. It contains nine plots (100 × 30 m2) consisting of different trees.

Table 1. Description of the forest characteristics of nine forest types.

Sample Plot Tree Species N
H (m) DBH (cm) Canopy Width (m)

Mean SD Mean SD Mean SD

Plot 1 Maple Poplar (Pterocarya stenoptera C. DC.)/Sycamore
(Platanus × acerifolia (Aiton) Willd.) 26 21.61 2.30 63.61 24.42 14.16 2.45

Plot 2 Weeping Willow (Salix babylonica L.) 33 7.69 1.04 25.73 5.03 4.84 1.31
Plot 3 Sycamore (Platanus × acerifolia (Aiton) Willd.) 33 19.46 1.35 41.14 6.01 11.26 1.14

Plot 4 Privet (Ligustrum lucidum Ait.)/Celtis sinensis
(Celtis sinensis Pers.) 29 7.47 1.81 12.12 5.91 4.31 1.42

Plot 5 Magnolia (Magnolia liliiflora Desr)/Ginkgo
(Ginkgo biloba L.) 11 10.50 0.94 24.32 2.30 4.87 1.36

Plot 6 Sycamore (Platanus × acerifolia (Aiton) Willd.) 29 20.10 2.49 49.04 8.07 11.74 1.69
Plot 7 Sycamore (Platanus × acerifolia (Aiton) Willd.) 24 24.11 2.85 52.89 13.10 12.15 2.35
Plot 8 Sycamore (Platanus × acerifolia (Aiton) Willd.) 33 24.56 6.02 4.10 4.17 11.99 2.18
Plot 9 Koelreuteria paniculata (Koelreuteria paniculata Laxm.) 57 17.40 2.23 21.13 4.47 6.27 1.08

DBH: diameter at breast height (cm); SD: standard deviation.

2.2.2. Vehicle LiDAR Data

A VLS with a high-resolution (890 W) RGB video camera and LiDAR sensor XT 32 was
used for LiDAR data acquisition. The LiDAR sensor was placed at an angle of 45◦ along
the horizontal plane to facilitate the acquisition of branch structure information in both the
upper and lower regions of the forest canopy. The data were collected on 30 November
2021, and the vegetation in the study area showed rich colors with significant differences
in leaf color among tree species. The weather was clear and windless at the time of data
collection. The vehicle speed was 40 km/h. The accuracy of the LiDAR sensor XT 32
was ±1 cm. The vertical viewing angle was −16~15◦. The horizontal viewing angle was
0~360◦. The measurement range was 120 m. The camera type was a wide-angle camera
with 890 W pixels, the frame rate was ≥3, and the point density averaged 800 points per
square meter (Figure 3). The parameters of the VLS are shown in Table 2.
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Figure 3. (a) Vehicle-mounted LiDAR system. (b) Top view of street tree point cloud data. (c) Side
view of street tree point cloud data (with schematic diagram for extracting parameters of street trees).
The numbers (1–16) represent the results of individual tree segmentation.

Table 2. Specifications of the mobile LiDAR system.

System Parameter Value

LiDAR sensor: XT 32

Field of view
Vertical: −16~15◦

Horizontal: 0~360◦

Position precision ±1 cm
Measurement range 120 m

Point density 1000 PTS/m2

GNSS parameters Signal tracking
GPS: L1 C/A, L1 C, L2 C, L2 P, L5

GLONASS: L1 C/A, L2 C, L2 P, L3, L5
BeiDou: B1, B2

2.3. Data Preprocessing

The study used the statistical outlier removal (SOR) filtering method, which is also
known as spatial-distribution-based denoising filtering [34]. This approach involves exam-
ining the surrounding points within a specified neighborhood for each point.
It computes the average value (dij) of the proximity from the point to its adjacent points,
determining the mean (µ) and standard deviation (σ) of those mean distances using a
Gaussian distribution model (d~N(µ,σ)). If dij exceeds the maximum distance, it is desig-
nated as a noise point and, subsequently, remove it. The formula for the aforementioned
method is outlined as follows:

µ =
1

nk

m

∑
i=1

k

∑
j=1

dij (1)

σ =

√√√√ 1
nk

m

∑
i=1

k

∑
j=1

(d ij − µ
)2

(2)

where dij signifies the distance from each point to its adjacent points; i = [1, . . ., m] denotes
m points; j = [1, . . . , k] represents the total count of neighboring points; µ represents the
average distance from each point to its adjacent points; and σ represents the standard
deviation of the distances from each point to its neighboring points.

All points were iterated through, and each point with an average distance greater than the
specified confidence level of a Gaussian distribution was removed, for example, as follows:
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k

∑
j=1

dij > µ + xσ or
k

∑
j=1

dij < µ − xσ (3)

where x is the multiple of the standard deviation.
In the study, only the point cloud data of the road area were preserved. As a result,

the buildings outside the road need to be cropped out. We set a 40 m horizontal buffer zone
according to the GNSS track line to retain the filtered data, i.e., only the road area point
cloud was retained.

The improved progressive TIN densification (IPTD) [35] filtering algorithm was ap-
plied to the cropped data to conduct ground point classification and point cloud normaliza-
tion with separated ground points, as follow:

Z = Zi − Zdem
i (4)

where Zi represents the elevation value at point i; Zdem
i represents the DEM pixel value at

the corresponding location of point i. The normalized point cloud height value indicates
the height of the point from the ground.

2.4. Individual Tree Segmentation

The comparative shortest-path algorithm (CSP) was utilized in this study. The algo-
rithm was grounded on the premise that the forest structure changes in accordance with
the shortest-path distance, and considers that two trees of the same size have a high prob-
ability that their intersecting branch portions are subordinate to the forest with a shorter
trunk transmission distance [36]. If the stands are not of the same size, they need to be
normalized before comparing the transmission distances. This normalization is founded
on the theoretical concept of metabolic ecology, which posits a strong correlation between
branch length and radius characterized by an exponent approximately equal to two-thirds.
Therefore, the following formula can be used to normalize the transmission distances of
the trees [30]:

DN
v→Trunk = Dv→Trunk/DBH2/3 (5)

where Dv→Trunk represents the transmission distance between v and the trunk; DN
v→Trunk

signifies the transmission distance normalized by the DBH.
The precision of the individual tree segmentation was assessed by comparing the

measured field data with the outcomes of the individual tree segmentation within the study
area [37]. We recorded the quantity of trees obtained after segmentation, the number of
accurately segmented trees, the number of incorrectly segmented trees, and the number
of missed trees by comparing them with the measured values. The values of recall (r),
precision (p), and F1-score (F1) were computed using the following formulas, respectively,
all of which vary between 0 and 1 [38].

r =
TP

TP + FN
(6)

P =
TP

TP + FP
(7)

F1 =
2(r × p)

r + p
(8)

where r represents the percentage at which the trees are detected; p denotes the accuracy
of the tree segmentation; and F1 is the overall accuracy of combining the wrong and
missed segments. TP is the algorithm-detected quantity of tree crowns that corresponded
to the visually observed results (i.e., correct segmentation); FN is the quantity of tree
crowns present in the visual interpretation but not detected by the algorithm (i.e., missed
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segmentation); and FP is the quantity of tree crowns detected by the algorithm but not
present in the visual interpretation (i.e., oversegmentation).

2.5. Tree Extraction
2.5.1. Low Shrub Removal

Since vehicle-mounted LiDAR exhibits strong penetration and a long range, the
scanned point cloud data often include nontarget objects like understory shrubs, road signs,
utility poles, and other roadside greenery [39]. In order to facilitate further research, it
becomes essential to remove these objects from the dataset. Trees usually take up more
space and surface area compared to shrubs. As a result, in most cases, the LiDAR data
of a single shrub contain fewer points than that of a tree [40]. Therefore, distinguishing
between large trees and shrubs can be initially accomplished by analyzing the number of
individual tree points. Additionally, through ground survey data, it is evident that trees
and shrubs also have distinct differences in terms of individual tree heights. Trees typically
exceed six meters, whereas shrubs are relatively short, measuring less than six meters
in height and typically around three meters. As such, determining the specific height
threshold should be based on the characteristics acquired through sample plot analysis.
After examining the point cloud clusters resulting from the segmentation of individual
trees in the sample plot LiDAR data, we identified initial height thresholds in the range of
6–8 m and point thresholds ranging from 1000 to 2000 (see figure for differences in points
and heights between common shrubs and trees). Subsequently, we developed an algorithm
to filter the height and number of points in the point cloud clusters after tree segmentation.
After testing various parameters on some sample plots, we found that setting the threshold
to heights below 6 m and fewer than 15,000 points effectively retained the trees while
removing shrub point clouds. In this paper, objects with a point count less than 15,000 and
a height less than six meters were recognized as shrubs for removal.

2.5.2. Artificial Objects Extraction

Differentiating trees from other objects like billboards and street lamps becomes
challenging because of their similarity in appearance. To address this issue, we suggest
an approach that involves fitting an ellipse to each individual object through projection
and filtering the ellipses based on their shape index, denoted as r. The process involves
projecting the point cloud of each tree vertically onto the x and y planes, fitting an ellipse
to the projected points, extracting the major axis (a) and minor axis (b) of the fitted ellipse,
and then calculating the shape index.

When r = 1, the projection shape is perfectly circular. As the value of r increases, the
projection shape becomes flatter as an ellipse. Because of the flat shape of artificial objects,
such as billboards and streetlights, in the plan view, their shape indexes are calculated
to be larger than 1. Tree canopies, on the other hand, tend to be close to a circular shape,
resulting in their shape index being very close to 1. They can be easily distinguished
using the calculated shape index. After multiple experiments with the plot data, we
established a threshold of 1.31 to distinguish between tree canopies and artificial objects.
By retaining targets with a shape index less than 1.31, we can effectively preserve tree
canopies without excluding them while efficiently removing artificial objects. Therefore,
we excluded individual trees with a crown ratio r greater than 1.31 and identified them as
artificial objects. The specific process of removing artificial features is shown in Figure 4.
The formula to calculate the flattening rate is as follows:

P = 2πb + 4(a − b) (9)

S = πab (10)

r =
P

2
√

π·
√

A
(11)
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where a is the major axis of the ellipse; b is the minor axis of the ellipse; P is the perimeter of
the fitted ellipse of the target shape; and A is the area of the fitted ellipse of the target shape.
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Figure 4. Schematic of the point cloud discrimination of billboards, street lights, and other artificial
features. The red ellipses represent the fitting results: (a) sideview of a billboard; (b) sideview of a
street light; (c) sideview of an individual tree’s points; (d) top view of a billboard; (e) top view of a
street light; (f) top view of an individual tree.

2.6. Individual Tree Structure Parameters Extraction
2.6.1. Remove Lateral Branches Based on DBSCAN Algorithm Combined with
RANSAC Algorithm

For this research, we utilized a clustering algorithm, called density-based spatial
clustering of applications with noise (DBSCAN), to extract the DBH of individual trees
because of its ability to effectively handle noise points and its efficient performance [41].
The DBSCAN algorithm does not rely on the input of the number of clusters. Alternatively,
it utilizes the minimal quantity of points necessary to constitute a cluster (MinPts) or the
radius of the neighborhood (Eps neighborhood of a point) for the automatic discovery of
clusters of any shape. To start, the DBSCAN selects a random point, p, from the point cloud,
D. The Eps neighborhood of p, NEps (p), as the set of points q (which includes point p itself),
for which the distance between p and q is within Eps, is as follows:

NEps(p) = {q ∈ D|dist(p, q) ≤ Eps} (12)

If there are sufficient points in the neighborhood, a cluster is formed; else, p is classified
as an outlier [42]. This procedure is carried out for every unvisited point. When the points
demonstrate a uniform distribution, the number of points is able to be derived from the
dimensions of the point cloud and MinPts using the following equation [43]:

Eps =

√√√√T·MinPts·Γ
[(

1
2

)
·n + 1

]
m
√

πn
(13)

T =
n

∏
i=1

{max(Xi)− min(Xi)} (14)
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where m represents the quantity of points; n represents the number of dimensions of the
points; Γ represents the gamma function; X denotes the dataset of the points; T represents
the volume of the experimental space created by the m points.

The lateral branches of individual trees (noise) will affect the subsequent research and
also impact the accuracy of the outcomes, and the angle of the inclination of the tree can also
impact the precision of the DBH extraction. The precision of the DBH extraction will also
affect the accuracy of the subsequent tree crown extraction. The currently used least squares
circle fitting for the DBH extraction has difficulty in addressing these issues. Therefore,
the DBSCAN algorithm was used to extract the DBH. First, point cloud clustering was
performed based on the segmentation results. Then, the point clouds at the 1 to 2 m sections
of the main stems of the individual trees were extracted. Branches were removed using
point cloud DBSCAN clustering, and then the cylindrical models of the main stems of the
individual trees were fitted by the random sample consensus (RANSAC) algorithm with
a consistent sampling strategy. Based on this, the point cloud at the 1.2 to 1.4 m section
was extracted, and a cylindrical model was fitted using the random sample consensus
algorithm for extraction of the DBH. The DBH was subsequently computed using the fitted
cylindrical model. This approach can avoid the extraction error brought about by the tilt of
the main stem of an individual tree. The specific workflow is depicted in Figure 5.
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Figure 5. DBSCAN-based DBH extraction algorithm: (a) individual tree; (b) point cloud of a tree
trunk at 1–2 m; (c) RANSAC-based separation of side branches; (d) trunk point cloud after removal
of lateral branches; (e) point cloud fitting of a cylinder; (f) removal of the excess points from the trunk
columns; (g) trunk point cloud at breast diameter; (h) point cloud at the diameter of the chest is fitted
to the column and the DBH extracted.

The precision of the DBH extraction was confirmed using the coefficient of determi-
nation (R2), root mean square error (RMSE), and relative root mean square error (rRMSE).
We compared the extracted values of the vehicle-mounted LiDAR with the recorded chest
diameter measurement to verify the precision of the LiDAR data. The formulas for the
precision verification are as follows:

R2 =
∑n

i=1(xi − x̂i)
2

∑n
i=1(xi − x)2 (15)
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RMSE =

√
1
n

n

∑
i=1

(xi − x̂i)
2 (16)

rRMSE =
RMSE

x
× 100% (17)

where xi is the measured value of the ith tree; x̂i is the predicted value; x is the average
value; and n is the number of all of the measured trees.

2.6.2. Slicing Method of the Crown Extraction

After utilizing the DBSCAN algorithm to remove the tree branch point clouds, a
bottom-up slicing approach combined with the random sample consensus iteration method
(RANSAC) was developed to calculate the diameters of the tree trunks. Based on the
growth characteristics of the trees, we observed that the diameters of the trunks usually
did not vary greatly from top to bottom, while the crown widths were much wider than the
trunk diameters. The variation in trunk diameters in the vertical direction was compared
to capture the tree crown point clouds. Slicing was carried out vertically, the height of
segmentation was set to 0.1 m, and the thickness of the slices was 2 d, d = 0.02 m. Each
point cloud was segmented into n slices based on the height, h. The diameter of each
layer’s point cloud was calculated, which was then sequentially stored as d1, d2, . . . , dn.
Additionally, the diameters of adjacent slices were compared. When a slice reached the
crown section of a tree, the diameter of the slice would abruptly increase significantly.
This allowed for determining the starting elevation value of the crown and extracting the
canopies (Figure 6).
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Figure 6. Crown separation by slicing: (a) individual tree; (b) perform bottom-up slices on trees
without lateral branches; (c) compare diameters between point cloud slices to identify the group with
the larger gap (i.e., canopy point cloud starting position); (d) extract canopy data. The red point cloud
represents successfully extracted tree crowns.

2.6.3. Extract Living Vegetation Volume

This study utilized the AlphaShape algorithm to estimate the LVV value for individual
trees. The AlphaShape algorithm is a geometric shape reconstruction algorithm used for
processing point cloud data [44]. It can be used to control the smoothness and level of
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detail of shapes based on the parameter alpha. Specifically, the AlphaShape algorithm can
be employed to find the convex hull or nonconvex shapes of a set of points, with the alpha
value determining the “looseness” of the geometric shape formed by the point set.

Since LVV is challenging to measure directly, we compared the calculated results with
the traditional method (i.e., voxel method), which is a common approach for estimating the
volume of three-dimensional models. Its principle involves dividing the three-dimensional
model space into small cubic units (referred to as voxels) and calculating the total vol-
ume of these voxels to estimate the overall volume of the model. We chose to create a
Bland–Altman plot to calculate the average values and differences of the volume results
between the two methods in order to compare their consistency [45]. Please refer to Figure 7
for details on the two methods.
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Figure 7. Canopy extraction and Living vegetation volume calculation: (a) point cloud of the
ginkgo canopy; (b) voxel fitting visualization of the canopy (voxel size = 0.4); (c) voxel fitting of the
canopy volume; (d) AlphaShape algorithm fitting envelope surface (alpha shape = 1); (e) AlphaShape
algorithm fitting canopy volume.

2.6.4. Ecological Benefits Calculation

For the ecological benefits calculation, we referenced the standards for the conversion
of the LVV into the environmental benefits from the research team of Dong and Wan [46].
We transformed the estimated LVV into O2 production, CO2 absorption, SO2 absorption,
TSP (total suspended particulates), and summer evaporation of plants. According to these
five indicators, the ecological benefits of the forest stand are estimated [47]. In every
10,000 m3 of LVV, evergreen plants can absorb 48.5 t of carbon dioxide and release 35.2 t of
oxygen per year. Deciduous plants can absorb 26.2 t of carbon dioxide and release 19.0 t of
oxygen per year; mixed coniferous and broad-branch forests can absorb 30.3 kg of sulfur
dioxide and stagnate 11 t of dust annually. The transpiration of mixed coniferous and
broad-branch forests in summer is 5.5 t/d [48].

3. Results
3.1. DEM Accuracy Verification

The ground points were resampled after normalization, and accuracy verification
was carried out with the generated DEM. The verification results are shown in Table 3. It
is verified that the RMSE of the dense vegetation area (198.33 plants/hm2) = 3.34 m; the
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RMSE of the sparsely vegetated areas area (96.67 plants/hm2) = 0.19 m; and the RMSE of
the road (0 plant/hm2) = 0.03 m, exhibiting high accuracy (Table 3).

Table 3. Resampling ground points with DEM accuracy verification.

Area ME (m) SD (m) RMSE (m)

Densely vegetated areas (198.33 plants/hm2) 1.40 1.63 3.34
Sparsely vegetated areas (96.67 plants/hm2) 0.09 0.17 0.19

Road area (0 plant/hm2) 0.03 0.01 0.03
SD: standard deviation. ME: mean error. RMSE: root mean squared error.

3.2. Individual Tree Segmentation

Through the application of the CSP segmentation algorithm, the trunk was identified
and the individual tree was segmented. Nine 100 m validation sample areas were selected
in the test area, and the quantities of true positive, false negative, and false positive results
were calculated by comparing the segmentation results of solid objects in the test area with
the visual interpretation data.

The overall count of individual trees derived from the individual tree segmentation
was 275, the recall (r) was 97.7%, the precision (p) was 94.1%, and the F1-score was 95.8%.
The individual tree segmentation results can be seen in Table 4.

Table 4. Accuracy statistics of individual tree segmentation.

Plot Number of Trees TP/Plant FN/Plant FP/Plant r (%) p (%) F1 (%)

P 1 26 24 0 2 100.0 92.3 96.0
P 2 33 31 1 3 96.9 91.2 93.9
P 3 33 31 0 1 100.0 96.9 98.4
P 4 29 28 0 1 100.0 96.6 98.2
P 5 11 10 0 1 100.0 90.9 95.2
P 6 29 26 1 2 96.3 92.9 94.5
P 7 24 22 1 1 95.7 95.7 95.7
P 8 33 31 0 2 100.0 93.9 96.9
P 9 57 51 3 3 94.4 94.4 94.4

Total 275 254 6 16 97.7 94.1 95.8

3.3. Tree Extraction Results

Firstly, we calculated the point count for each individual tree and identified trees with
point counts below a predefined threshold (15,000) as shrubs. Considering the growth
characteristics of different tree species, trees are usually able to reach a height of six meters
or more, while shrubs tend to have heights between three and six meters. Therefore,
according to the segmentation outcomes for each tree, we set a height threshold to remove
low vegetation based on tree height. Of course, in practice, we would also adjust the height
threshold according to the distribution of tree species in specific road sections. Through
our testing, we found that setting the initial height threshold to eight meters performs
well. This step effectively eliminates low vegetation and shrubs growing under the forest
canopy (Figure 8).

We vertically projected the point cloud data for each tree onto the x and y planes and
fitted an ellipse to the projected point cloud. We then extracted the long axis (a) and short
axis (b) of the fitted ellipse and calculated the flatness (r) of the ellipse. By comparing the
projected flatness to a threshold value of 1.31, we identified and extracted individual trees
with a higher flatness value as artificial features, subsequently rejecting them from further
analysis. The results can be visible in Figure 8.
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Figure 8. Diagram of the effect of removing artificial features such as road signs and power lines:
(a) discrete point cloud; (b) algorithm for segmenting trees using the CSP approach; (c) point
cloud after low shrub removal; (d) point cloud after removing artificial objects; (e) extracted
tree point cloud. The blue circles represent the shape fitting results. The red boxes enclose the
identified artificial objects.

3.4. Tree Height Extraction and Assessment

We verified the accuracy of the predicted tree height values extracted from LiDAR
data using the R2, RMSE, and rRMSE. The regression relationships between the tree heights
estimated by the LiDAR extraction and the measured values are shown in Figure 9. This
signifies a clear linear correlation between the estimated and measured tree heights by
LiDAR, with a slope close to 1 and good robustness. As shown in the figure below, the tree
height fitting accuracy based on vehicle-mounted LiDAR point clouds is high, with the R2

ranging from 0.85 to 0.99 and the RMSE ranging from 0.17 m to 0.76 m. The rRMSE values
ranged from 1.66% to 3.92%. Refer to Figure 9 for the results.

3.5. DBH Extraction and Assessment

We verified the precision of the predicted DBH values extracted from LiDAR data
using the coefficients of R2, RMSE, and rRMSE. The regression relationships between the
tree DBHs estimated by the LiDAR extraction and the measured values are shown in
Figure 10. This indicates a clear linear correlation between the estimated and measured
tree heights by LiDAR, with a slope close to 1 and good robustness. As shown in the figure
below, the tree DBH fitting accuracy based on vehicle-mounted LiDAR point clouds was
high, with an R2 ranging from 0.82 to 0.96 and an RMSE ranging from 1.14 cm to 9.77 cm.
The rRMSE values ranged from 4.23% to 15.37%. Refer to Figure 10 for the results.
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Figure 9. VLS LiDAR and manual measurement of street tree height accuracy verification:
(a) mingled forest plot of maple poplar (Pterocarya stenoptera C. DC.)/sycamore (Platanus × acerifolia
(Aiton) Willd.); (b) weeping willow (Salix babylonica L.) forest plot; (c) sycamore (Platanus × acer-
ifolia (Aiton) Willd.) forest plot; (d) mingled forest plot of privet (Ligustrum lucidum Ait.)/celtis
sinensis (Celtis sinensis Pers.); (e) mingled forest plot of magnolia (Magnolia liliiflora Desr)/ginkgo
(Ginkgo biloba L.); (f) sycamore (Platanus × acerifolia (Aiton) Willd.) forest plot; (g) sycamore
(Platanus × acerifolia (Aiton) Willd.) forest plot; (h) sycamore (Platanus × acerifolia (Aiton) Willd.)
forest plot; (i) koelreuteria paniculata (Koelreuteria paniculata Laxm.) forest plot. The gray range is the
95% confidence band.

3.6. Living Vegetation Volume
3.6.1. Algorithm Comparison and Assessment

When using the AlphaShape algorithm, the parameters can significantly affect the
results. Gaps in the point cloud data can result in an underestimated volume fit when
smaller parameters are selected. Conversely, choosing excessively large parameters may
lead to a rough fit that overlooks structural details, resulting in an overestimated volume
fit. In the case of estimating the LVV using the voxel method, the size of the voxels
directly affects the precision of the volume estimation. Smaller voxels can provide a
more precise estimation, but they may yield less accurate results due to missing point
cloud data. On the other hand, larger voxels may lead to a rough estimation. Therefore,
it is crucial to select an appropriate voxel size based on the model characteristics and
precision requirements. In reference to the study by Lv et al. [21] and the results of multiple
experiments, we selected alpha = 1 and voxel size = 0.4 as the fitting parameters. The effects
of the different parameters of the algorithm can be seen in Figure 11. Additionally, we
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used a Bland–Altman plot to compare the two methods and validate the feasibility of the
AlphaShape method. The result is shown in Table 5.
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affects the precision of the volume estimation. Smaller voxels can provide a more precise 
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the other hand, larger voxels may lead to a rough estimation. Therefore, it is crucial to 
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we selected alpha = 1 and voxel size = 0.4 as the fitting parameters. The effects of the dif-
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Figure 10. VLS LiDAR and manual measurement of street tree DBH accuracy verification:
(a) mingled forest plot of maple poplar (Pterocarya stenoptera C. DC.)/sycamore (Platanus × acerifolia
(Aiton) Willd.); (b) weeping willow (Salix babylonica L.) forest plot; (c) sycamore (Platanus × acer-
ifolia (Aiton) Willd.) forest plot; (d) mingled forest plot of privet (Ligustrum lucidum Ait.)/celtis
sinensis (Celtis sinensis Pers.); (e) mingled forest plot of magnolia (Magnolia liliiflora Desr)/ginkgo
(Ginkgo biloba L.); (f) sycamore (Platanus × acerifolia (Aiton) Willd.) forest plot; (g) sycamore
(Platanus × acerifolia (Aiton) Willd.) forest plot; (h) sycamore (Platanus × acerifolia (Aiton) Willd.)
forest plot; (i) koelreuteria paniculata (Koelreuteria paniculata Laxm.) forest plot. The gray range is the
95% confidence band. Purple represents the error bars.

From the Bland–Altman results, it is evident that the mean difference between the two
methods is 0.724, which is close to 0, with the majority of data points falling within the 95%
limits of agreement. These results indicate strong consistency between the two methods.
This demonstrates the accuracy and robustness of the AlphaShape method in obtaining
the LVV. The similarity in the results of the two methods underscores the reliability of the
AlphaShape method in estimating the LVV. The result is shown in Figure 12.
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Figure 11. The effects of different parameters of the algorithm: (a) effect of the voxel size selection at
0.2 on the voxel algorithm; (b) effect of the voxel size selection at 0.4 on the voxel algorithm; (c) effect
of the voxel size selection at 0.6 on the voxel algorithm; (d) effect of the alpha selection at 0.3 on the
AlphaShape algorithm; (e) effect of the alpha selection at 1 on the AlphaShape algorithm; (f) effect of
the alpha selection at 5 on the AlphaShape algorithm.

Table 5. Summary of Bland–Altman consistency analysis results.

Item Value

Effective Sample Size 39
Mean (Method 1) 42.304
Mean (Method 2) 41.581

Mean (Differences) 0.724
Standard deviation (Differences) 6.711

95% Confidence Interval (Mean of Differences) −1.452~2.899
95% Confidence Interval (Differences) −12.430~13.877

t-Value (H0: Mean Difference = 0) 0.673
p-Value (H0: Mean Difference = 0) 0.505

CR Value (Coefficient of Repeatability) 13.061
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3.6.2. LVV Estimation

Calculating the LVV of an individual tree based on the measured crown diameter and
crown height can serve as a ground truth to validate the accuracy of the model [21,31,49].
To evaluate the accuracy of the AlphaShape method in calculating tree canopy volume from
VLS data, we selected the manual measurement values of 100 trees, including sycamore
trees, koelreuteria paniculata trees, magnolia trees, celties sinensis trees, weeping wil-
low trees, ginkgo trees, and privet trees, for verification. The formula for the manual
measurements is as follows:

For trees with an ovoid crown shape, such as sycamore trees, weeping willow trees,
and celties sinensis trees, the crown volume can be calculated using the following for-
mula [49]:

V =
πx2y

6
(18)

where x is the crown diameter, and y is the crown height.
For trees with a conical crown shape, such as ginkgo trees and magnolia trees, the

crown volume can be calculated using the following formula [50]:

V =
πx2y

12
(19)

The values of x and y are the same as in the formula above.
For trees with a spherical sector crown shape, such as privet trees and koelreuteria

paniculata trees, the following formula was used:

V =
π(2y2 − y3·

√
4y2 − x2)

3
(20)

From the results (Figure 13), we can conclude that the AlphaShape algorithm has high
accuracy in extracting the LVV (R2 = 0.89~0.96, RMSE = 6.63~44.73 m3, and
rRMSE = 7.40~34.64%).
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Figure 13. Accuracy verification of the AlphaShape algorithm: (a) predicted values and true values
of the LVV for the ginkgo trees and magnolia trees; (b) predicted values and true values of the LVV
for the sycamore trees; (c) predicted values and true values of the LVV for the weeping willow trees;
(d) predicted values and true values of the LVV for the privet trees; (e) predicted values and true
values of the LVV for the celties sinensis trees; (f) predicted values and true values of the LVV for the
koelreuteria paniculata trees. The gray range is the 95% confidence band.
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3.6.3. LVV Estimation

The study extracted the average LVV of the main tree species in nine sample plot sec-
tions. The road section with the largest total LVV was plot 1 (sycamore (Platanus × acerifolia
(Aiton) Willd.)/maple poplar (Pterocarya stenoptera C. DC.)), with a total of 19,469 m3 and
an average LVV of 811.20 m3 per tree. The road section with the smallest total LVV was plot
5 (magnolia (Magnolia liliiflora Desr)/ginkgo (Ginkgo biloba L.)), with a total of 702.55 m3 and
an average LVV of 58.55 m3 per tree. The LVV visualization of the nine plots (consisting of
various tree species) is shown in Figure 14. It includes the maximum LVV of these trees,
the minimum LVV of these trees, and their average value for each plot.
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the lowest LVV per individual tree was privet (Ligustrum lucidum Ait.), with a LVV of 16.68 
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Figure 14. Visualization of the LVV in the sample plots: (a) mingled forest plot of maple poplar
(Pterocarya stenoptera C. DC.)/sycamore (Platanus × acerifolia (Aiton) Willd.); (b) weeping willow
(Salix babylonica L.) forest plot; (c) sycamore (Platanus × acerifolia (Aiton) Willd.) forest plot;
(d) mingled forest plot of privet (Ligustrum lucidum Ait.)/celtis sinensis (Celtis sinensis Pers.);
(e) mingled forest plot of magnolia (Magnolia liliiflora Desr)/ginkgo (Ginkgo biloba L.); (f) sycamore
(Platanus × acerifolia (Aiton) Willd.) forest plot; (g) sycamore (Platanus × acerifolia (Aiton) Willd.)
forest plot; (h) sycamore (Platanus × acerifolia (Aiton) Willd.) forest plot; (i) koelreuteria paniculata
(Koelreuteria paniculata Laxm.) forest plot.

The tree species with the highest average LVV per individual tree was maple poplar
(Pterocarya stenoptera C. DC.), with a LVV of 1049.67 m3 per tree, while the tree species
with the lowest LVV per individual tree was privet (Ligustrum lucidum Ait.), with a LVV of
16.68 m3 per tree. The distribution map of the individual tree LVV is shown in Figure 15.



Remote Sens. 2024, 16, 1662 20 of 26Remote Sens. 2024, 16, x FOR PEER REVIEW 22 of 28 
 

 

 
Figure 15. Ranks of the average LVVs for individual trees of eight tree species. The LVV of individual 
trees ranges from small to large, in the order of privet (Ligustrum lucidum Ait.), ginkgo (Ginkgo biloba 
L.), weeping willow (Salix babylonica L.), celtis sinensis (Celtis sinensis Pers), magnolia (Magnolia lili-
iflora Desr), koelreuteria paniculata (Koelreuteria paniculata Laxm.), sycamore (Platanus × acerifolia 
(Aiton) Willd.), and maple poplar (Pterocarya stenoptera C. DC.). 

3.7. Ecological Benefits 
The contribution of the ecoefficiency LVV produced by the sample sections composed 

of different tree species also varied considerably, with plot 1 (maple poplar/sycamore) 
having the greatest ecoefficiency, as follows: O2 production of 36.99 t/a, CO2 absorption of 
51.01 t/a, SO2 absorption of 58.99 kg/a, TSP of 21.42 t/a, and summer evaporation of 10.71 
t/d. Plot 5 (magnolia/ginkgo) had the least ecological benefits with an O2 production of 
1.91 t/a, CO2 absorption of 2.63 t/a, SO2 absorption of 1.95 kg/a, TSP of 0.71 t/a, and summer 
evaporation of 0.35 t/d. On the basis of the findings of this study, planting more ecologi-
cally beneficial trees, such as sycamore trees and maple poplar trees, in cities may be 
a benefit by improving the urban air environment. The total ecological benefits gener-
ated by each plot is shown in Table 6. 

Table 6. The total ecological benefits generated by each plot. 

Plot Tree Species O2  
Production/(t/a) 

CO2  
Absorption/(t/a) 

SO2  
Absorption/(kg/a) 

TSP/(t/a) Summer  
Evaporation/(t/d) 

Plot 1 
Maple Poplar (Pterocarya stenoptera C. DC.)/Syc-

amore (Platanus × acerifolia (Aiton) Willd.) 
36.99 51.01 58.99 21.42 10.71 

Plot 2 Weeping Willow (Salix babylonica L.) 3.72 5.12 5.93 2.15 1.08 
Plot 3 Sycamore (Platanus × acerifolia (Aiton) Willd.) 36.07 49.74 57.52 20.88 10.44 

Plot 4 
Privet (Ligustrum lucidum Ait.)/Celtis sinensis 

(Celtis sinensis Pers.) 
2.38 3.28 3.11 1.13 0.56 

Plot 5 
Magnolia (Magnolia liliiflora Desr)/Ginkgo 

(Ginkgo biloba L.) 
1.91 2.63 1.95 0.71 0.35 

Plot 6 Sycamore (Platanus × acerifolia (Aiton) Willd.) 30.6 42.2 48.8 17.72 8.86 
Plot 7 Sycamore (Platanus × acerifolia (Aiton) Willd.) 27.93 38.52 44.55 16.17 8.09 
Plot 8 Sycamore (Platanus × acerifolia (Aiton) Willd.) 28.77 39.68 45.89 16.66 8.33 

Plot 9 
Koelreuteria paniculata (Koelreuteria paniculata 

Laxm.) 
11.68 16.11 18.63 6.76 3.38 

4. Discussion 
This study was based on high-density vehicle-mounted LiDAR point clouds of urban 

street trees. The height and quantity features obtained through point cloud clustering seg-
mentation were used for the extraction of tree point clouds. The RANSAC algorithm was 
integrated with the DBSCAN-based bottom-up point cloud segmentation method to de-
tect individual tree canopy point clouds. The accurate LVV information of individual tree 
crowns was obtained through the construction of crown convex hulls. The study then cal-
culated the LVV contributions of the predominant tree species within the sample plots 
and their ecological benefits. Many domestic and international studies have detailed 

Figure 15. Ranks of the average LVVs for individual trees of eight tree species. The LVV of in-
dividual trees ranges from small to large, in the order of privet (Ligustrum lucidum Ait.), ginkgo
(Ginkgo biloba L.), weeping willow (Salix babylonica L.), celtis sinensis (Celtis sinensis Pers), mag-
nolia (Magnolia liliiflora Desr), koelreuteria paniculata (Koelreuteria paniculata Laxm.), sycamore
(Platanus × acerifolia (Aiton) Willd.), and maple poplar (Pterocarya stenoptera C. DC.).

3.7. Ecological Benefits

The contribution of the ecoefficiency LVV produced by the sample sections composed
of different tree species also varied considerably, with plot 1 (maple poplar/sycamore)
having the greatest ecoefficiency, as follows: O2 production of 36.99 t/a, CO2 absorption
of 51.01 t/a, SO2 absorption of 58.99 kg/a, TSP of 21.42 t/a, and summer evaporation of
10.71 t/d. Plot 5 (magnolia/ginkgo) had the least ecological benefits with an O2 production
of 1.91 t/a, CO2 absorption of 2.63 t/a, SO2 absorption of 1.95 kg/a, TSP of 0.71 t/a, and
summer evaporation of 0.35 t/d. On the basis of the findings of this study, planting more
ecologically beneficial trees, such as sycamore trees and maple poplar trees, in cities may be
a benefit by improving the urban air environment. The total ecological benefits generated
by each plot is shown in Table 6.

Table 6. The total ecological benefits generated by each plot.

Plot Tree Species O2
Production/(t/a)

CO2
Absorption/(t/a)

SO2
Absorption/(kg/a) TSP/(t/a) Summer

Evaporation/(t/d)

Plot 1
Maple Poplar (Pterocarya stenoptera C.
DC.)/Sycamore (Platanus × acerifolia

(Aiton) Willd.)
36.99 51.01 58.99 21.42 10.71

Plot 2 Weeping Willow (Salix babylonica L.) 3.72 5.12 5.93 2.15 1.08
Plot 3 Sycamore (Platanus × acerifolia (Aiton) Willd.) 36.07 49.74 57.52 20.88 10.44

Plot 4 Privet (Ligustrum lucidum Ait.)/Celtis sinensis
(Celtis sinensis Pers.) 2.38 3.28 3.11 1.13 0.56

Plot 5 Magnolia (Magnolia liliiflora Desr)/Ginkgo
(Ginkgo biloba L.) 1.91 2.63 1.95 0.71 0.35

Plot 6 Sycamore (Platanus × acerifolia (Aiton) Willd.) 30.6 42.2 48.8 17.72 8.86
Plot 7 Sycamore (Platanus × acerifolia (Aiton) Willd.) 27.93 38.52 44.55 16.17 8.09
Plot 8 Sycamore (Platanus × acerifolia (Aiton) Willd.) 28.77 39.68 45.89 16.66 8.33

Plot 9 Koelreuteria paniculata
(Koelreuteria paniculata Laxm.) 11.68 16.11 18.63 6.76 3.38

4. Discussion

This study was based on high-density vehicle-mounted LiDAR point clouds of urban
street trees. The height and quantity features obtained through point cloud clustering
segmentation were used for the extraction of tree point clouds. The RANSAC algorithm
was integrated with the DBSCAN-based bottom-up point cloud segmentation method to
detect individual tree canopy point clouds. The accurate LVV information of individual
tree crowns was obtained through the construction of crown convex hulls. The study then
calculated the LVV contributions of the predominant tree species within the sample plots
and their ecological benefits. Many domestic and international studies have detailed meth-
ods for extracting LVV. Compared to other studies estimating LVV, this paper elaborates on
the algorithm for automatically removing shrubs and artificial objects in the point cloud
data processing section. This step facilitates the estimation of individual tree LVVs for
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different tree species in the subsequent analysis. There are still some limitations in verifying
the accuracy of the extracted LVV values. Currently, obtaining field data is difficult, so
most scholars use LVV values extracted from LiDAR data as the truth to validate their
methods. Luo et al. [51] used the canopy height model (base area multiplied by height) to
calculate the LVV, which is considered as the ground truth value. Zhu et al. [52] used the
values extracted using the convex hull method as true values. In this paper, we conducted
a consistency test between the LVVs extracted using the AlphaShape method and the voxel
method to demonstrate the feasibility of this approach. Additionally, we investigated the
influence of different voxel sizes on the accuracy of the volume fitting using AlphaShape
as the true value. On the basis of the findings of this study, planting more ecologically
beneficial trees, such as sycamore trees and maple poplar trees, in cities may be a benefit by
improving the urban air environment.

4.1. Improvement of This Work

This study used a vehicle-mounted LiDAR for data collection based on the principle
of linear distribution of road canopy trees. The vehicle-mounted LiDAR continuously scans
the road canopy trees during the driving process, thereby obtaining a large amount of
point cloud data [53]. This data collection method does not require parking or additional
equipment installation, greatly improving the efficiency of the data collection. Moreover, as
road canopy trees generally linearly distribute along the road, a vehicle-mounted LiDAR
can effectively capture the position and shape information of road canopy trees. Compared
to ground LiDAR scanners, the efficiency of the data collection using vehicle-mounted
LiDAR is higher, resulting in more complete point cloud collection, making it more suitable
for monitoring the LVVs of road canopy trees and providing important support for urban
road tree management and planning [54].

The accuracy of the individual tree segmentation will affect the accuracy of the crown
width segmentation. If the crowns of the adjacent trees of different species intersect and
are not accurately segmented, this will result in the crowns of the two trees being either
too large or too small. Incorrect crown point clouds will lead to errors in the calculated
LVVs, thereby affecting the calculation of the subsequent ecological benefits. Therefore,
the accuracy of the individual-tree segmentation will affect the estimation of the LVV. This
paper employed the CSP algorithm to segment individual tree trunks and crowns from
street trees captured using mobile LiDAR system, encompassing both broad-leaved and
coniferous forests [36,55]. In recent decades, there has been noticeable advancements in
single-tree segmentation algorithms, with the majority being reliant on airborne LiDAR
data. Traditionally, trees are identified using CHMs that are derived from the first return
points. Hyyppa utilized a region-growing method to segment trees from CHM images
in coniferous stands [26]. The CSP algorithm demonstrates high accuracy, not only in the
values of trees detected but also in segmentation (r = 97.7%, p = 94.1%, and F1 = 95.8%).

Artificial objects in urban areas, such as billboards and streetlights, are mixed in the
point clouds of road canopy trees, and undergrowth shrubs can affect further tree crown
extraction and analysis. Many studies do not mention removing the influence of objects.
Wu and Li [56] used the spatial distribution and geometric characteristics of typical objects
in the urban environment to predefine the elevation threshold for different objects. In our
study, in accordance with various geometric attributes, shape index r was selected as the
criteria for judging and removing artificial object point clouds when extracting tree point
clouds. The threshold for removing objects was determined to be 1.31. Most tree crowns
have a close-to-circular shape when viewed from above, while billboards and streetlights
have a relatively flattened elliptical shape. There is significant variation in the shape of
crowns and artificial objects, and the shape index r can quantify the shape characteristics
of objects and differentiate targets with different shapes. For example, the tree crown
shape index r is close to 1, while billboards and streetlights have a higher r value. It was
determined through testing that a shape index of 1.31 can appropriately distinguish objects.
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The slicing method of extracting individual tree canopy point clouds can be interfered
by lateral branches and noise, leading to inaccurate canopy extraction and thus inaccurate
calculation of LVV. This study utilized the DBSCAN algorithm to identify and remove tree
branch point clouds. Additionally, a bottom-up slicing approach combined with RANSAC
was used to calculate the diameter of the tree trunks. The variation in the trunk diameters
in the vertical direction was compared to extract the tree crown point clouds. Through the
slice method developed combined with the above improved DBH algorithm, the crown
was extracted more accurately after removing the interference of lateral branches, which
provides a guarantee for improving the calculation accuracy of the LVV calculation.

Unlike previous studies, this paper added a convenient algorithm for the batch ex-
traction of individual tree canopies before extracting LVV. The method slices the tree in
the vertical direction, compares the diameter differences between the slices, and iden-
tifies the tree canopy [31], extracting tree canopies by manually confirming the start-
ing point of the canopy, which leads to a less efficient process. In this study, we are
able to automatically extract tree canopy point cloud data for a large number of trees,
significantly improving efficiency.

Existing LVV quantification models mainly rely on the measurement of growth pa-
rameters of the individual tree species, making it difficult to achieve the universality of the
measurement model for different types of tree species. Luo et al. [51] used a drone aerial
imaging system to obtain images of Shanghai Botanical Garden and estimated the LVV.
This study adopts the AlphaShape method to fit the envelope surface of the main road
canopy trees, estimating the LVV of individual trees. The AlphaShape algorithm fits the
envelope surface without being affected by irregular tree crown growth, resulting in more
accurate shape simulation and, thus, more accurate estimation of the LVV.

The extraction of the LVV on Zijin Mountain can be applied to similar environments
to obtain the LVV values for different types of tree species under similar conditions.
This can provide a basis for urban forestry greening data and technical parameters for artifi-
cial vertical greening design. It not only improves ecological benefits but also has aesthetic
effects, further contributing to the goal of environmentally friendly urban landscape forests.

4.2. Advantages and Limitations in Estimating LVV

Vauhkonen et al. [57] found that as the point cloud density decreases, the accu-
racy of predicting individual tree features using the concave hull algorithm decreases.
This conclusion is consistent with our research. We thinned the point cloud data to different
degrees, categorized into different densities—100% (2621.6 pts/m2), 75% (1966.2 pts/m2),
50% (1310.8 pts/m2), 25% (665.4 pts/m2), 10% (262.2 pts/m2), and 5% (1331.1 pts/m2)—and
calculated their LVVs and changes in RMSEs. As shown in the graph results, with a de-
crease in the point density, the estimated volume also decreased, and the accuracy of
extracting the LVV became lower. Specifically, when the point density dropped below
25% (665.4 pts/m2), the RMSE exceeded 2.34 m3. When the point density was above 25%
(665.4 pts/m2), a high accuracy was achieved (RMSE = 2.34 m3~RMSE = 1.85 m3). The
accuracy varies under different densities, but overall, this method has high accuracy and is
not influenced by density. The results can be seen in Figure 16.

The size of the voxel also affects the LVV extraction. When the voxel size is too large,
the extracted LVV will be overestimated; when the voxel size is too small, there will be
gaps in the generated voxels, leading to an inaccurate LVV extraction. In the study by
Lv et al. [21], the LVV obtained by the voxel algorithm increased linearly with the increase
in the voxel size. The RMSE showed a trend of decreasing first and then increasing, reaching
a peak at a scale of 0.4 m (RMSE = 12.03 m3).
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4.3. Challenges and Prospects

Currently, obtaining field data is difficult, so most scholars use LVV values extracted
from LiDAR data as the truth to validate their methods. Luo et al. [51] used the canopy
height model (base area multiplied by height) to calculate the LVV, which is considered
as the ground truth value. Zhu et al. [52] used the values extracted using the convex hull
method as true values. In principle, I believe that the LVV calculated using the canopy
height model is not as accurate as the LVV extracted by AlphaShape. This is because
Al-phaShape extracts LVV based on the actual shape of the tree crown, while the formulaic
method is an estimation. The trees in the sample plots are tall, making it challenging for
the laser emitted by TLS to penetrate the canopy and obtain complete tree crown structure
information. In the future, TLS-collected data can be combined with UAV data to obtain
more complete high-density point cloud data for validation.

Our research did not involve automatic tree species identification based on LiDAR
color information. Future research could explore tree species automatic identification based
on LiDAR color information.

The unevenness measurement of vehicle-mounted LiDAR can also affect the LVV
estimation. Missing point cloud data can, indeed, affect the results. In future research,
backpack LiDAR can be used to obtain point clouds from the other side of the trees to
improve the accuracy of the experiments.

In this study, the impact of height normalization on the estimation and extraction of tree
height and LVV was negligible because the terrain is relatively flat. Khosravipour et al. [58]
discovered that on steep slopes, the raw elevation values located on either the downhill or
the uphill part of a tree crown are height-normalized with parts of the digital terrain model
that may be much lower or higher than the tree stem base, respectively. They suggest that
in order to minimize the negative effect of steep slopes on the CHM, it is best to use raw
elevation values (i.e., use the un-normalized DSM) and compute the height after treetop
detection. Nie et al. [59] suggest that the vertical displacement of tree crowns increases
exponentially with terrain slope. Therefore, it is crucial to account for the influence of
terrain slope in extremely steep areas. The study’s findings also highlight that the impact
of slope-distorted CHMs can vary significantly depending on the types of tree crowns and
terrains. It can be seen that height normalization has a significant impact on the extraction
of tree height and LVV while the terrain is not flat.
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5. Conclusions

In this study, we proposed an improved methodology based on vehicle-mounted
LiDAR data for estimating and assessing LVVs of urban street trees. In this methodology,
we obtained LiDAR data through a vehicle-borne laser scanning system and completed
preprocessing and individual tree segmentation. An artificial objects and low shrubs
identification algorithm was developed for extracting the street trees. We utilized the
DBSCAN algorithm and the AlphaShape algorithm to calculate the structural parameters
and the LVV of street trees. The findings indicated that (1) the CSP algorithm has a
relatively high overall accuracy for segmenting individual trees (over-all accuracy = 95.8%).
(2) The accuracy of tree height and DBH parameter extraction based on vehicle-mounted
LiDAR point cloud is high, with accuracies of 1.66% to 3.92% (rRMSE) and 4.23% to
15.37% (rRMSE) respectively. (3) The results of nondestructive estimation of LVV based
on the AlphaShape algorithm show that, the largest average LVV of individual tree is
maple poplar (1049.667 m3), followed by the tree species of sycamore (557.907 m3), and the
smallest average LVV of individual tree is privet (16.681 m3). Based on the findings of this
study, planting more ecological benefit trees such as sycamore trees and maple poplar trees
in cities may benefit for improving the urban air environment.
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