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Abstract: This study utilizes Thermal Infrared (TIR) imaging technology to detect hotspots in
photovoltaic (PV) modules of solar power plants. Unmanned aerial vehicle (UAV)-based TIR imagery
is crucial for efficiently analyzing fault detection in solar power plants. This research explores optimal
operational parameters for generating high-quality TIR images using UAV technology. In addition
to existing variables such as humidity, emissivity, height, wind speed, irradiance, and ambient
temperature, newly considered variables including the angle of incidence between the target object
and the thermal infrared camera are analyzed for their impact on TIR images. Based on the solar
power plant’s tilt (20◦) and the location coordinate data of the hotspot modules, the inner and outer
products of the vectors were used to obtain the normal vector and angle of incidence of the solar
power plant. It was discovered that the difference between measured TIR temperature data and
Land Surface Temperature (LST) data varies with changes in the angle of incidence. The analysis
presented in this study was conducted using multiple regression analysis to explore the relationships
between dependent and independent variables. The Ordinary Least Squares (OLS) regression model
employed was able to explain 63.6% of the variability in the dependent variable. Further, the use
of the Condition Number (Cond. No.) and the Variance Inflation Factor (VIF) revealed that the
multicollinearity among all variables was below 10, ensuring that the independence among variables
was well-preserved while maintaining statistically significant correlations. Furthermore, a positive
correlation was observed with the actual measured temperature values, while a negative correlation
was observed between the TIR image data values and the angle of incidence. Moreover, it was found
that an angle of incidence between 15◦ and 20◦ yields the closest similarity to LST temperature data.
In conclusion, our research emphasizes the importance of adjusting the angle of incidence to 15–20◦

to enhance the accuracy of TIR imaging by mitigating overestimated TIR temperature values.

Keywords: multiple regression analysis; UAV; solar panel; TIR; incident angle; hotspot areas

1. Introduction
1.1. Background

Considering the increasing interest in achieving carbon neutrality by 2050, the Ministry
of Trade, Industry, and Energy in South Korea is planning a transition to make renewable
energy the main energy source, aiming to reach a 25.8% share of renewable energy in total
power generation by 2034, among which 22.2% will be contributed by renewable energy
and 3.6% by new energy. According to the Renewable Energy Market Update released by
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the International Energy Agency (IEA) [1], despite supply chain disruptions and delays in
new construction caused by the COVID-19 pandemic, there was a notable 45% increase
in the capacity of newly constructed renewable energy facilities in 2020 compared to the
previous year.

According to the 2023 Renewable Energy Supply Statistics published by the Korea
Energy Agency, solar energy constitutes a considerable portion of renewable energy, ac-
counting for 38% of the total renewable energy production in 2021. Notably, a consistent
increasing trend is observed for the new solar panel installation capacity in South Korea
from 2017 to 2021, representing 87.9% of the total supply capacity of 4275 MW. However,
solar photovoltaic (PV) modules have to operate in diverse outdoor environments, such as
building rooftops, lakes, deserts, and mountains, with an expected operational lifespan of
approximately 20–25 years [2]. Furthermore, natural wear and tear (seasonal debris, dust,
discoloration, delamination, cracking humidity, and temperature) over time can result in
an energy efficiency loss of 0.5–0.8% per year, according to the National Renewable Energy
Laboratory (NREL) [3].

In solar PV-based power generation systems, one or more modules comprising multi-
ple solar cell strings are connected in series or parallel [4]. This structural configuration
poses a risk to the performance of the entire PV system and, consequently, to the perfor-
mance of the respective module if abnormal signs appear in a single cell [5]. Therefore,
preventing and maintaining solar panel faults are crucial challenges. The lifespan of solar
modules can be categorized into two aspects: economic and functional lifespans. A solar
module reaches its economic lifespan when it becomes economically attractive to enhance
the efficiency of the solar module by replacing or upgrading it based on specific economic
conditions in a solar system [6]. Meanwhile, a solar module is assumed to reach its func-
tional lifespan when it ceases to produce electricity or it cannot guarantee electrical safety.
Solar plant functional lifetime prediction models the progression of gradual degradation
effects leading to a reduction in peak output. Early detection of deterioration effects that
reduce maximum output is important to extend service life. Thus, the measured output
yield of the module must not deteriorate by more than 8% from the initial output [7].

1.2. Prior Research

Common PV module inspection techniques for detecting anomalies in current solar
power plants include TIR imaging, visual inspections, IV measurements, and periodic
electroluminescence (EL) checks [6,8]. The temperature distribution of PV modules and
cells installed in a PV system is expected to be uniform under normal operating condi-
tions. However, defects in PV module can induce temperature differences (∆T) between
cells, making the accurate identification of hotspots a crucial concern for operations and
maintenance teams, especially in high-temperature areas [9]. TIR imaging is a technol-
ogy that detects long-wave (7–14 µm) radiation emitted from PV modules to identify
hotspots [10,11]. Acciani et al. (2010) observed that hotspots exhibit a ∆T of approximately
6–10 ◦C compared with adjacent normal cells [12].

Two main approaches for detecting hotspot areas using TIR imaging are UAVs and
ground-based observations. Manual ground-based observations can be time-consuming,
especially for assessing large-scale factories. However, UAV-based TIR imaging monitoring
has been recognized as a cost-effective alternative due to its advantages such as a low cost,
easy access, high observation frequency, and short inspection time [13,14]. Building on these
advantages, the efficient analysis of UAV-based TIR images and their utilization as image
processing tools to identify degraded PV modules have become standard practices [15–17].

Nevertheless, current standard practices in UAV-based TIR imaging research involve
considering many external factors, as emphasized in previous studies [18–23] regard-
ing various reliability issues related to PV module operation conditions and TIR imag-
ing. Addressing these reliability issues requires careful consideration of weather condi-
tions. Solar modules should be recorded under clear skies with solar irradiance exceeding
600 W/m2 [24–28]. Additionally, recordings should be conducted in environments with
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low wind speeds (<4 m/s) [17]. Capturing images at camera angles of less than 60◦ is
also crucial [11,22]. Therefore, generating high-quality TIR images that can be efficiently
analyzed is essential for accurately detecting defects using actual hotspot identification.

1.3. Need for Research

The primary aim of this study is to precisely analyze the initial hotspot regions in
solar power plants, essential for effective defect detection and management. Directional
Surface Thermal Anisotropy (STA), which influences LST inversion and applications, has
been studied in several works [29–31]. Historically, most studies using UAV data have
overlooked the STA of LST emissions. Like satellite acquisitions, UAV collections are ideally
suited for capturing TIR images simultaneously across entire scenes, yet this comes at the
cost of maintaining a wide Field of View (FOV), thus necessitating strategies to correct for
STA. Despite the inevitable angular effects in thermal imagery necessitating corrections,
the accompanying meteorological conditions make comparisons easier. Furthermore,
spatial resolution remains a significant concern in the current discourse on TIR angular
normalization. Utilizing UAV-based sensors enables pixel acquisition at spatial resolutions
under one meter. When STA occurs, the surface structure significantly impacts Brightness
Temperature (BT) measurements, with considerable variability observed even among
adjacent pixels within the same surface [32]. To date, investigations into fine TIR data
from UAVs related to STA have lacked in-depth analysis and thorough interpretation.
Additionally, studies analyzing the impact of existing angles have been conducted based on
the maximum observation zenith angle for the ground [33], aircraft [29], or satellite [34,35].
However, considering the superior spatial resolution provided by UAV-based systems
compared to traditional methods, relying solely on zenith angles for data collection can
be problematic. Even at consistent zenith angles, the direction of objects can lead to
occurrences of STA, thereby compromising the accuracy of data collection. To overcome
this issue, it is crucial to consider the incidence angles relative to the thermal sensor and
the target during the acquisition of TIR data. This approach ensures a more precise and
reliable dataset by accommodating the varying impacts of STA based on the orientation of
objects relative to the sensor’s position.

To address these issues, this research utilizes UAV-based technology to generate
high-quality TIR images while considering incidence angles during data acquisition. The
relationship between TIR images and incidence angles requires reliance on two theoretical
foundations: Planck’s Law and Lambert’s cosine law. Planck’s Law quantifies the spectral
distribution of electromagnetic radiation emitted by a black body in thermodynamic equi-
librium, represented as a specific function that varies with the wavelength and temperature
of the radiated energy (Figure 1). This law demonstrates that as the temperature of a radia-
tor increases, the peak of the emitted radiation shifts to shorter wavelengths, i.e., higher
energy regions, and the total amount of radiation increases proportionally to the fourth
power of the temperature. Based on these phenomena, thermal infrared cameras can detect
different wavelengths and distinguish between high-temperature and low-temperature
objects, displaying them on the image. Thus, it is feasible to differentiate between normal
and abnormal modules in solar power plants based on these phenomena, significantly
contributing to the operation and maintenance of solar power facilities. Moreover, evalu-
ating the incidence angle as a critical variable is based on the fundamental principles of
Lambert’s cosine law. Lambert’s cosine law describes the optical principle that the intensity
of light emitted decreases in proportion to the cosine of the observation angle as incident
light reaches an ideal scattering surface. This implies that the intensity of observed light
diminishes as the angle from the light source increases, with the maximum energy amount
measured when the emission area is perpendicular (90◦) to the observer (Figure 2). As the
incidence angle increases, the measured radiative energy decreases according to the cosine
function properties, with the cosine value being 1 at a 0◦ angle (normal direction), and the
incidence angle ranging from 0 to 90◦. Lambert’s law, assuming uniform scattering of light
by a Lambertian surface, plays a crucial role in accurately measuring and predicting radi-
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ance in remote sensing. By applying both Planck’s Law of thermal emission and Lambert’s
cosine law, it is anticipated that changes in radiative energy due to incidence angles could
significantly impact the quality of TIR images. This theoretical foundation is essential for
understanding and determining the parameters necessary to optimize TIR imagery. In
the next section, we will explain research methods that are different from existing studies
based on these theories.
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2. Materials and Methods
2.1. Study Equipment

This study employed a UAV and a TIR camera to acquire TIR images using a remote
sensing system. The UAV utilized was the DJI Matrice 300 RTK, and the TIR camera utilized
was the DJI Zenmuse H20T. The Matrice 300 RTK’s specifications include a maximum flight
altitude of 5000 m, a maximum speed of 23 m/s in calm conditions, and the ability to fly
for up to 55 min with no wind. The weight of the UAV (DJI Matrice 300 RTK), including
propellers and batteries, is approximately 6.3 kg, increasing to approximately 7.1 kg when
equipped with the Zenmuse H20T. The Matrice 300 RTK is a rotorcraft powered by four
propellers (Table 1).
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The Zenmuse H20T utilizes a non-cooled Vanadium Oxide (VOx) microbolometer
sensor with a focal length of 13.5 mm, a 40.6◦ display field of view (DFOV), and a reso-
lution of 640 × 512 pixels. The sensor features a pixel pitch size of 12 µm and a spectral
range of 8–14 µm. The temperature camera’s target temperature range is configured as
−40–150 ◦C (high gain) and −40–550 ◦C (low gain). The Zenmuse H20T’s vibration angle
range is ±0.01◦, precisely minimizing angle changes due to the drone’s vibrations. The
methods for measuring temperature include spot metering and area measurement, en-
suring a temperature accuracy of either ±2 ◦C or ±2% of the measured temperature in
Celsius, choosing whichever of these two values is greater, to account for normal surface
temperature variations [36].

Table 1. UAV, TIR camera, and laser thermometer specifications.

UAV Thermal Infrared Camera Laser Thermometer

Weight 6300 g Resolution 640 × 512 Temperature range −50–380 ◦C
(−58–716 ◦F)

Flight
altitude Max: 5000 m Pixel size 12 µm Accuracy 1.5% or 1.5 ◦C

Flight
time Max: 55 min DFOV 40.6◦ Resolution 0.1 ◦C

Speed Max: 23 m/s Focal length 13.5 mm Wavelength 8–14 µm

Maximum
wind

resistance
15 m/s Scene range

−40–150◦

(High gain)
−40–550◦

(Low gain)

Emissivity 0.95

For the measurement of on-site LST, the laser thermometer model GM 320 was utilized.
This thermometer is capable of measuring temperatures within a broad range of −50 ◦C to
400 ◦C, providing results with high precision. The accuracy of the temperature readings
is expressed as either ±1.5% of the measured temperature in Celsius or ±1.5 ◦C, with the
protocol to adopt whichever of these two values is greater [37]. To compare temperature
values at precise locations during ground LST acquisition, position coordinates were
obtained by global navigation satellite system (GNSS) surveying utilizing the virtual
reference station (VRS) method to obtain position coordinates. Additionally, ground
control points (GCPs) required for temperature orthophoto production were acquired.
The GNSS surveying equipment utilized was Trimble’s R8s, featuring 440 channels and
VRS measurement accuracies of 8 mm + 0.5 ppm RMS in the horizontal direction and
15 mm + 0.5 ppm RMS in the vertical direction [38].

2.2. Study Area

In this study, a solar panel situated on the rooftop of Building 10 at the Sangju Cam-pus
of Kyungpook National University was designated as the research area for the precise
collection of temperature data within the suspected hotspot region, indicative of a potential
malfunction in solar power generation. Several challenges arose in locating a solar panel
with an authentic hotspot area, prompting the decision to substitute the hotspot region
with 20 × 20 cm2 black silicone rubber pieces. Solar cells are made of silicon material. The
method of fixing solar panels involves attaching glass to the solar cells. In this study, it
was determined that the main body of the solar panel is the solar cells rather than glass.
Since the cells are made of silicon, similar environmental conditions were simulated using
silicone rubber for data acquisition. Glass, being heavy and reflecting a lot of light, was
considered unsuitable for creating arbitrary hotspot module areas. The reason for selecting
20 × 20 cm2 is to minimize the impact on surrounding solar cells by aligning it with the
dimensions of the solar cells.
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2.3. Data Acquisition and Processing

In Section 2.3, titled “Data Acquisition and Processing”, we acquire the following
data: LST values, UAV-based TIR temperature values, and WGS84 coordinates using the
GCPs and feature points from the orthophoto, as illustrated in Figure 3. Subsequently, we
calculate the angle of incidence based on the acquired data and demonstrate its correlation
through multiple regression analysis. In the Results and Discussion Sections, we compare
and analyze the variations in TIR data attributed to the angle of incidence and explore the
correlation between the angle of incidence and TIR data. Furthermore, we identify the
range of incident angles conducive to obtaining accurate TIR data through comparative
analysis. In the following sections, we discuss the research methods, results, and how these
results differ from previous studies.
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2.3.1. Temperature Data Acquisition

In this study, we investigated the correlation between the incidence angle and TIR data
generated by a UAV-based TIR camera. Optimal meteorological conditions for TIR data
collection were selected on the basis of meteorological data from the National Meteorological
Administration. Specifically, days with solar radiation exceeding 600 W/m2 and wind
speeds below 4 m/s were selected. For the TIR data and LST assessments, we positioned
six segments of silicone rubber, sequentially numbered from 1–6, upon the solar module.
Data capture was methodically executed by designating the image’s centroid as the principal
points, identified as points a, b, and c (Figure 4). The average temperature of eight adjacent
regular module regions was measured six times each, in addition to the six measurements
that were performed for each randomly selected hotspot areas (Figure 4). Additionally, a
temperature difference (∆T) within the range of 10–20 ◦C was considered as a potential
hotspot area exceeding the maximum allowable limit for effective power loss [20]. Thus,
data collection commenced when ∆T, relative to the normal module temperature, was within
the 10–20 ◦C range (Table 2). The flight lasted approximately 10 min from 3:24 PM to 3:34 PM
on 11 October 2023, and a total of 179 images were acquired. During the 10 min recording
process, ∆T increased by approximately 2 ◦C. Key environmental variables considered
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for the conversion of the acquired data into temperature values included distance from
target object, ambient humidity, and emissivity. The surrounding humidity was measured
to be 48% based on the information from the Korea Meteorological Administration, and
the emissivity of the target surface was set to 0.9, according to the infrared thermometer
emissivity table. Furthermore, to process the LST data for comparison with TIR data, the
originally set emissivity of 0.95 was adjusted to 0.9 (Equation (1)). This conversion is
grounded in Planck’s Law and the Stefan–Boltzmann Law, which describe that radiative
energy is proportional to the fourth power of temperature. In this framework, T2 represents
the adjusted new temperature value, whereas T1 is the temperature measured with the
original emissivity ϵ1, and the new emissivity is set at ϵ2. Additionally, the altitude of the
UAV (h) is set at 50 m, the solar panel angle is positioned at 20◦, the maximum distance
between the panel and UAV is 70 m, and the dimensions of the panel are 1.74 m in width
and 1.042 m in height. UAV-based TIR data were collected from 18 different locations, each
at an altitude of 50 m from the UAV takeoff point (Figure 5). In the R code used to convert
the temperature value of the thermal infrared camera, the maximum distance was set to
25 m, and distances exceeding 25 m were fixed at 25 m. Hence, the distance from target
object was uniformly set to 25 m. The reason for collecting data from 18 locations is to fix the
thermal infrared camera angle to 90–40◦ based on the solar panel to determine changes in
the incident angle depending on the location and to examine changes in image data value.

T2 = T1

(
ϵ1

ϵ2

) 1
4

(1)

Table 2. LST value.

Number Hotspot Area Temperature Normal Module Temperature

1 46.46 ◦C 34.54 ◦C

2 44.2 ◦C 35.61 ◦C

3 48.4 ◦C 35.41 ◦C

4 52.78 ◦C 35.5 ◦C

5 53.76 ◦C 36.44 ◦C

6 47.66 ◦C 36.27 ◦C

2.3.2. GPS Data Acquisition

Determining the incidence angle between the UAV-based thermal infrared camera
and hotspot area requires the extraction of the exact coordinates of the study area. The
GCPs were established using eight anti-aircraft signs to obtain accurate coordinate values,
and survey data were acquired using Trimble’s R8s GPS equipment. Among the Network
Real-Time Kinematic (RTK) methods, the Virtual Reference Station (VRS) approach was
selected as the survey method in this study. Conventionally, in GPS surveying, receiver
positions are determined based on the signals received from a reference station. However,
in the VRS method, a virtual reference station is generated utilizing observation data
and a precise position calculation algorithm from multiple distributed real GPS base
stations [39]. This virtual reference station corrects errors in GPS signals and provides
accurate location information considering the geometric relationships between these base
stations. The transmitted information is then integrated with data from three continuous
operation reference stations to eliminate systematic errors related to the ionosphere and
convection layer. During the VRS survey, GPS signals were received, including L1C/A, L1C,
L2C, and L5 signals. Additionally, signals from GLONASS, SBAS, and Galileo satellites
were used, and the total number of GPS satellites used in this study was in the range of
13–16. Observations were made at 1 s intervals for more than 10 s, and measurements
were restricted to values within 0.05 m horizontally and 0.10 m vertically based on the
allowable precision regulations. Applying the data obtained using the same method
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to Pix4Dmapper, we designate eight GCP positions installed in the study area and two
white areas representing boundaries between solar modules as key points to obtain GPS
coordinates in WGS84 coordinates (Figure 6), for use in the paper.

Remote Sens. 2024, 16, x FOR PEER REVIEW 8 of 21 
 

 

 
Figure 4. Actual locations of the hotspot area and TIR camera principal points. Figure 4. Actual locations of the hotspot area and TIR camera principal points.



Remote Sens. 2024, 16, 1607 9 of 20Remote Sens. 2024, 16, x FOR PEER REVIEW 9 of 21 
 

 

 
Figure 5. Data acquisition method. 

2.3.2. GPS Data Acquisition 
Determining the incidence angle between the UAV-based thermal infrared camera 

and hotspot area requires the extraction of the exact coordinates of the study area. The 
GCPs were established using eight anti-aircraft signs to obtain accurate coordinate values, 
and survey data were acquired using Trimble’s R8s GPS equipment. Among the Network 
Real-Time Kinematic (RTK) methods, the Virtual Reference Station (VRS) approach was 
selected as the survey method in this study. Conventionally, in GPS surveying, receiver 
positions are determined based on the signals received from a reference station. However, 
in the VRS method, a virtual reference station is generated utilizing observation data and 
a precise position calculation algorithm from multiple distributed real GPS base stations 
[39]. This virtual reference station corrects errors in GPS signals and provides accurate 
location information considering the geometric relationships between these base stations. 
The transmitted information is then integrated with data from three continuous operation 
reference stations to eliminate systematic errors related to the ionosphere and convection 
layer. During the VRS survey, GPS signals were received, including L1C/A, L1C, L2C, and 
L5 signals. Additionally, signals from GLONASS, SBAS, and Galileo satellites were used, 
and the total number of GPS satellites used in this study was in the range of 13–16. Obser-
vations were made at 1 s intervals for more than 10 s, and measurements were restricted 
to values within 0.05 m horizontally and 0.10 m vertically based on the allowable precision 
regulations. Applying the data obtained using the same method to Pix4Dmapper, we des-
ignate eight GCP positions installed in the study area and two white areas representing 
boundaries between solar modules as key points to obtain GPS coordinates in WGS84 
coordinates (Figure 6), for use in the paper. 

Figure 5. Data acquisition method.

Remote Sens. 2024, 16, x FOR PEER REVIEW 10 of 21 
 

 

 
Figure 6. Orthophotos of the study area. 

2.4. Incidence Angle Data Acquisition 
Accurate determination of the incidence angle (θ) depends on acquiring precise co-

ordinates: the hotspot area on the solar panel (points A and B), the principal point of the 
thermal infrared camera (point C), and the position of the UAV equipped with the TIR 
camera (point D). These coordinates were obtained using Pix4Dmapper for points A, B, 
and C, and from UAV navigation data for point D. Initially in the WGS84 coordinate sys-
tem, they were converted to the UTM-K system, which is tailored for South Korea, to cor-
rect any discrepancies caused by differences in coordinate systems. 

To calculate θ, vectors vሬ⃗ ୅୆ and  vሬ⃗ ୅େ are first constructed using the coordinates on 
the photovoltaic panel (A, B, C). The normal vector 𝑛ሬ⃗  is ascertained through the cross 
product of vሬ⃗ ୅୆ and  vሬ⃗ ୅େ, which ensures it is orthogonal to the panel surface (Equation 
(2)). A crucial step is assessing the z-component of the normal vector, denoted as γ, to 
confirm that θ is within the desired range of 0–90°. Given that the UAV’s altitude is higher 
than that of the solar panels, converting a negative γ to a positive one through the appli-
cation of an inverse vector is necessary to maintain the accuracy of the angular measure-
ments. 

Next, vector vሬ⃗ ୅ୈ is computed using the coordinates of A (hotspot) and D (UAV lo-
cation). The incidence angle, θ, is then accurately determined by the vectorial relationship 
between vሬ⃗ ୅ୈ and 𝑛ሬ⃗ , as outlined in Equations (3)–(7). This method meticulously details 
the spatial relationship between the UAV’s altitude and the angular orientation of the solar 
panel, enabling precise calculation of θ. The precision of this calculation is crucial for in-
terpreting data in photovoltaic performance studies and provides the necessary mathe-
matical framework for assessing the angle of incidence during TIR data acquisition (Fig-
ure 7). 𝑛ሬ⃗ =  vሬ⃗ ୅୆ × vሬ⃗ ୅େ (2) 𝑛ሬ⃗ =  (𝛼, 𝛽, 𝛾) (3) 

Figure 6. Orthophotos of the study area.

2.4. Incidence Angle Data Acquisition

Accurate determination of the incidence angle (θ) depends on acquiring precise co-
ordinates: the hotspot area on the solar panel (points A and B), the principal point of the
thermal infrared camera (point C), and the position of the UAV equipped with the TIR
camera (point D). These coordinates were obtained using Pix4Dmapper for points A, B, and
C, and from UAV navigation data for point D. Initially in the WGS84 coordinate system,
they were converted to the UTM-K system, which is tailored for South Korea, to correct
any discrepancies caused by differences in coordinate systems.
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To calculate θ, vectors
→
v AB and

→
v AC are first constructed using the coordinates on the

photovoltaic panel (A, B, C). The normal vector
→
n is ascertained through the cross product

of
→
v AB and

→
v AC, which ensures it is orthogonal to the panel surface (Equation (2)). A

crucial step is assessing the z-component of the normal vector, denoted as γ, to confirm
that θ is within the desired range of 0–90◦. Given that the UAV’s altitude is higher than
that of the solar panels, converting a negative γ to a positive one through the application of
an inverse vector is necessary to maintain the accuracy of the angular measurements.

Next, vector
→
v AD is computed using the coordinates of A (hotspot) and D (UAV

location). The incidence angle, θ, is then accurately determined by the vectorial relationship
between

→
v AD and

→
n , as outlined in Equations (3)–(7). This method meticulously details

the spatial relationship between the UAV’s altitude and the angular orientation of the
solar panel, enabling precise calculation of θ. The precision of this calculation is crucial
for interpreting data in photovoltaic performance studies and provides the necessary
mathematical framework for assessing the angle of incidence during TIR data acquisition
(Figure 7).

→
n =

→
v AB ×→

v AC (2)
→
n = (α, β, γ) (3)

→
v AD = (x4 − x1, y4 − y1, z4 − z1) (4)

→
n ·→v AD = |→n ||→v AD|cos θ (5)

cos θ =

→
n ·→v AD

|→n ||→v AD|
(6)

θ = cos−1(

→
n ·→v AD

|→n ||→v AD|
) (7)
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2.5. Multiple Regression Analysis

To assess how the angle of incidence between a UAV-based TIR camera and the hotspot
region affects the values in TIR image data, it is imperative to choose an appropriate regres-
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sion analysis method for analyzing the key variables involved. In this study, the principal
variables include the actual temperature of the hotspot area, the temperature values derived
from the TIR images of the hotspot, and the incidence angle. Firstly, it is vital to establish the
roles of the dependent and independent variables in the analysis. The dependent variable,
which is the primary focus of this study, is the temperature of the hotspots as recorded in the
TIR images. The independent variables are identified as the actual measured temperature
of the hotspot and the incidence angle. Given that the temperature value is a continuous
dependent variable and there are multiple continuous independent variables, multiple
regression analysis is selected as the most suitable statistical method. This approach will
enable the exploration of the relationships between the incidence angle, actual temperature,
and the temperature recorded in the TIR images.

Before conducting the multiple regression analysis, it is essential to standardize both
dependent and independent variables. The use of the StandardScaler, a standard scaling
methodology, ensures that the mean of each feature is adjusted to zero and the variance
to one, guaranteeing that all features are on the same scale. This standardization ensures
uniformity across all features, simplifying the interpretation of relationships among the
variables and enhancing the clarity of data interactions. Moreover, standardization plays
a crucial role in mitigating the influence of outliers, which enhances the accuracy of the
regression analysis and supports more reliable statistical inferences.

3. Results
3.1. TIR-Measured Temperature Results

This study underscores the significance of conducting regular inspections to promptly
identify faults in solar panels, particularly emphasizing techniques for accurately detecting
hotspot areas. In experiments, the temperature differential between hotspot modules and
standard modules was established at approximately 10 ◦C. Measurements taken using TIR
technology at various camera focuses and UAV positions revealed temperature disparities
ranging from 1 to 10 ◦C for hotspot modules (Table 3), while standard modules showed
temperature variations from 1 to 3 ◦C (Table 4). These findings indicate that temperature
fluctuations are more pronounced in hotter objects than in cooler ones, predominantly due
to shifts in the angle of incidence between the hotspot zones and the TIR cameras, even
amidst stable external environmental conditions.

When using TIR cameras for hotspot detection, the sensitivity to temperature differ-
ences between normal and hotspot areas is inevitable since the detection process relies solely
on these temperature variations. The commonly used method for acquiring UAV-based
TIR data involves automated vertical flights over solar power installations, consistent with
the techniques employed at locations a1, b1, and c1. At these points, the difference between
LST values and TIR temperature readings of hotspot modules varied approximately from 9
to 13 ◦C. Conversely, the temperature differences noted in standard module TIR readings
were around 8 ◦C. Although this widely used method can identify hotspot areas, a more
detailed and accurate analysis is required to find hotspot areas with higher precision. This
necessitates a meticulous examination of temperature values recorded at 18 UAV positions
covering various angles of incidence.

In particular, the highest TIR temperature measurements noted at a2, b2, and c2 were
about 2 ◦C higher on average than those obtained through conventional methods, with
standard modules registering approximately 1 ◦C higher. On the other hand, the lowest TIR
temperature readings for hotspot modules at a6, b6, and c6 were about 7 ◦C lower, while
those for standard modules were around 2 ◦C lower. This analysis indicates that TIR tem-
perature readings tend to decrease as the angle of incidence increases, highlighting a critical
aspect of TIR data interpretation in relation to photovoltaic performance assessments.
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Table 3. Hotspot module temperature values of the TIR images.

Position of
UAV

Number 1
Temperature

Number 2
Temperature

Number 3
Temperature

Number 4
Temperature

Number 5
Temperature

Number 6
Temperature

a1 56.79 ◦C 53.94 ◦C 59.87 ◦C 62.86 ◦C 63.31 ◦C 60.84 ◦C
a2 58.86 ◦C 55.66 ◦C 60.08 ◦C 64.06 ◦C 65.94 ◦C 62.58 ◦C
a3 56.91 ◦C 53.64 ◦C 60.98 ◦C 63.28 ◦C 64.06 ◦C 59.36 ◦C
a4 54.58 ◦C 52.07 ◦C 59.39 ◦C 61.34 ◦C 61.97 ◦C 62.5 ◦C
a5 52.98 ◦C 51.5 ◦C 57.28 ◦C 59.4 ◦C 59.45 ◦C 57.43 ◦C
a6 50.71 ◦C 49.57 ◦C 54.66 ◦C 56.50 ◦C 56.84 ◦C 50.19 ◦C
b1 57.63 ◦C 53.89 ◦C 58.18 ◦C 63.68 ◦C 63.92 ◦C 56.04 ◦C
b2 58.52 ◦C 54.85 ◦C 61.04 ◦C 63.63 ◦C 63.78 ◦C 56.33 ◦C
b3 56.93 ◦C 49.60 ◦C 59.03 ◦C 63.38 ◦C 64.26 ◦C 58.99 ◦C
b4 55.54 ◦C 52.41 ◦C 59.64 ◦C 61.83 ◦C 62.92 ◦C 63.06 ◦C
b5 54.17 ◦C 51.65 ◦C 57.19 ◦C 59.91 ◦C 60.04 ◦C 57.17 ◦C
b6 52.13 ◦C 48.98 ◦C 53.30 ◦C 56.72 ◦C 57.71 ◦C 53.29 ◦C
c1 56.58 ◦C 53.91 ◦C 57.27 ◦C 63.77 ◦C 64.64 ◦C 58.82 ◦C
c2 58.73 ◦C 55.65 ◦C 60.66 ◦C 64.32 ◦C 65.29 ◦C 57.54 ◦C
c3 56.82 ◦C 59.56 ◦C 53.50 ◦C 63.81 ◦C 62.78 ◦C 64.16 ◦C
c4 57.18 ◦C 54.35 ◦C 60.79 ◦C 63.78 ◦C 65.54 ◦C 60.38 ◦C
c5 52.93 ◦C 50.97 ◦C 55.45 ◦C 59.29 ◦C 60.69 ◦C 58.92 ◦C
c6 49.23 ◦C 48.16 ◦C 51.66 ◦C 53.41 ◦C 54.29 ◦C 49.74 ◦C

Table 4. Normal module temperature values of the TIR images.

Position of
UAV

Ambient
Temperature

Value of
Number 1

Ambient
Temperature

Value of
Number 2

Ambient
Temperature

Value of
Number 3

Ambient
Temperature

Value of
Number 4

Ambient
Temperature

Value of
Number 5

Ambient
Temperature

Value of
Number 6

a1 43.21 ◦C 44.16 ◦C 44.13 ◦C 44.45 ◦C 44.41 ◦C 44.55 ◦C
a2 44.95 ◦C 45.86 ◦C 45.74 ◦C 46.03 ◦C 46.16 ◦C 46.65 ◦C
a3 43.98 ◦C 45.62 ◦C 45.25 ◦C 44.93 ◦C 45.02 ◦C 44.67 ◦C
a4 43.99 ◦C 45.49 ◦C 46.19 ◦C 45.27 ◦C 44.92 ◦C 45.43 ◦C
a5 41.84 ◦C 43.94 ◦C 44.29 ◦C 42.33 ◦C 43.09 ◦C 42.11 ◦C
a6 40.83 ◦C 42.24 ◦C 42.29 ◦C 41.03 ◦C 40.33 ◦C 40.06 ◦C
b1 43.81 ◦C 44.55 ◦C 44.7 ◦C 44.73 ◦C 44.47 ◦C 44.45 ◦C
b2 44.97 ◦C 45.57 ◦C 45.3 ◦C 45.48 ◦C 45.13 ◦C 45.33 ◦C
b3 43.86 ◦C 45.01 ◦C 44.7 ◦C 44.16 ◦C 43.96 ◦C 44 ◦C
b4 44.2 ◦C 45.87 ◦C 46.07 ◦C 45.6 ◦C 46.49 ◦C 45.68 ◦C
b5 41.71 ◦C 43.04 ◦C 43.09 ◦C 42.58 ◦C 41.86 ◦C 42.13 ◦C
b6 42.15 ◦C 42.57 ◦C 42.67 ◦C 41.68 ◦C 41.12 ◦C 40.55 ◦C
c1 43.91 ◦C 44.55 ◦C 44.42 ◦C 44.65 ◦C 44.29 ◦C 44.23 ◦C
c2 43.8 ◦C 44.59 ◦C 44.29 ◦C 44.21 ◦C 43.58 ◦C 44.08 ◦C
c3 44 ◦C 45.01 ◦C 44.87 ◦C 44.2 ◦C 44.35 ◦C 43.55 ◦C
c4 44.3 ◦C 45.89 ◦C 45.09 ◦C 45.21 ◦C 45.08 ◦C 44.27 ◦C
c5 42.77 ◦C 44.29 ◦C 43.41 ◦C 42.68 ◦C 41.77 ◦C 41.6 ◦C
c6 41.41 ◦C 42.13 ◦C 42.57 ◦C 41.02 ◦C 40.6 ◦C 39.93 ◦C
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3.2. Multiple Regression Analysis Results

Prior to quantitatively illustrating the phenomenon wherein the TIR temperature
value decreases with an increase in the angle of incidence through multiple regression
analysis, this study thoroughly examined the significance and reliability of the multiple
regression analysis technique.

The R-squared value indicates that approximately 63.6% of the variance in the image
value can be explained by the independent variables. The adjusted R-squared, considering
the number of predictors, is 62.9%, suggesting a solid fit. A high F-statistic value of 91.60
indicates that the model significantly outperforms a baseline model with no independent
variables, implying a meaningful linear relationship between independent and dependent
variables. A significantly low p-value (<0.05) indicates high confidence in rejecting the
null hypothesis and supports the model’s predictive capability. These metrics evaluate
the model’s fit and complexity. Lower AIC and BIC values are preferred, indicating a
better balance between model complexity and fit. This represents the balance between the
number of observations and independent variables. Df Residuals and Df Model indicate
the flexibility and complexity of the model, respectively. The Cond. No. value indicates the
degree of multicollinearity, with a higher value suggesting stronger correlations among
variables (Table 5). VIF values > 10–20 indicate multicollinearity, but in this case, VIF values
are low (<1.006), confirming the absence of multicollinearity (Table 6).

Table 5. OLS regression results.

Item Value Description

Dependent Variable Image value Variable being predicted or explained in the analysis

R-squared 0.636 Proportion of variance in the dependent variable explained by the model (63.6%)

Adjusted R-squared 0.629 Adjusted R-squared considering the number of predictors

F-statistic 91.60 Overall fit of the model

Prob (F-statistic) 9.51 × 10−24 p-value for the F-statistic, assessing the significance of the model

Log-Likelihood −98.721 Log-likelihood of the model fit

AIC 203.4 Akaike Information Criterion, a measure of model quality

BIC 211.5 Bayesian Information Criterion, a measure of model quality

Df Residuals 105 Degrees of freedom of residuals

Df Model 2 Number of predictors in the model

Omnibus 0.827 Omnibus test statistic for the normality of residuals

Prob (Omnibus) 0.661 p-value of the Omnibus test

Durbin–Watson 1.321 Durbin–Watson statistic for testing the independence of residuals

Jarque–Bera (JB) 0.909 Jarque–Bera test statistic for the normality of residuals

Skew 0.111 Measurement of the asymmetry (skewness) of residuals

Kurtosis 2.609 Measurement of the peak of residuals

Prob(JB) 0.635 p-value of the Jarque–Bera test

Cond. No. 1.08 Condition number indicating the degree of multicollinearity

Table 6. VIF value to check multicollinearity.

Features VIF Factor

Constant 1.0

Incidence angle 1.0056909218225500

Actual value 1.0056909218225500
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In this study, the numbers and values presented in Tables 5 and 6 indicate that the results
of the multiple regression analysis are meaningful. Collectively, the regression statistics
(Table 7) indicate that the regression coefficients represent changes in the dependent variable
corresponding to a single-unit change in the independent variables, while all other variables
remain constant. The negative coefficient of the incidence angle (−0.4004) indicates an
inverse relationship with the dependent variable, implying that the value of the dependent
variable tends to decrease with the increasing incidence angle. Conversely, the positive
coefficient for the actual value (0.6600) suggests a direct relationship, indicating that an
increase in the actual value correlates with an increase in the dependent variable (Figure 8).
The standard error measures the accuracy with which these coefficients are estimated. A low
standard error, as in this case (0.059), implies that the estimated regression coefficients are
likely to be close to the true population values, indicating high precision in the estimation.

Table 7. Statistical analysis results of the regression analysis.

Features Coef Std Err t P > |t| [0.025 0.975]

Const 3.708 × 10−12 0.059 6.29 × 10−11 1.000 −0.117 0.117

Incidence angle −0.4004 0.059 −6.778 0.000 −0.518 −0.283

Actual value 0.6600 0.059 11.173 0.000 0.543 0.777
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The t-test values assess the statistical significance of each coefficient. A larger absolute
value for the t-test statistic indicates a stronger relationship between the dependent and
independent variables. The t-test values for the actual value and incidence angle were
11.173 and −6.778, respectively. In this context, both variables are significant, but the
higher t-test value for the actual value indicates its stronger correlation with the dependent
variable than the incidence angle. The P > |T| values represent the probability of observing
a t-test statistic as extreme as or more extreme than the observed value if the null hypothesis
(which states that the coefficient is zero) were true. P > |T| values < 0.05 are typically
considered statistically significant. In this case, a value of zero obtained for both variables
strongly rejects the null hypothesis, confirming that the incidence angle and actual value
are statistically significant predictors of the dependent variable.

Thus, these values are essential for evaluating the validity and strength of the rela-
tionships between the dependent variable and each independent variable in the model.
Furthermore, they aid in understanding the direction of these relationships (positive or
negative) and their statistical significance and the reliability of the findings. In the next
section, we will discuss the differences from previous studies and limitations of the study
based on the results of this study.

4. Discussion
4.1. TIR Measured Temperature Discussion

The basic principle of a TIR camera relies on the energy and wavelengths emitted
from a black body, making accurate temperature measurement the core of this technology.
In this study, we calculated the mean values of data obtained from a total of 179 TIR
images at 18 different locations. These results enhance the reliability of the TIR temperature
values, as the study was conducted on six hotspot areas with varying temperature values
as well as surrounding normal modules. This approach allowed us to increase the data
reliability through a diverse distribution of temperatures, rather than limiting the analysis
to a single temperature range. However, acquiring TIR data without considering the angle
of incidence can lead to unreliable temperature values, causing confusion in detecting and
managing faults in solar power plants.

Theoretically, according to Lambert’s cosine law, when the angle of incidence is 0◦,
the emitted radiant energy directly reaches the camera, enabling the highest temperature
measurement. Due to the 20◦ inclination of solar power plants, the angles of incidence for
a3, b3, and c3 are close to 0◦, resulting in the lowest angles of incidence (Table 8). This study
anticipated that temperatures would be overestimated as the angle of incidence approached
0◦ and underestimated with higher angles of incidence. However, as mentioned in the
results section, the highest temperature values did not come from the minimum angle
of incidence positions a3, b3, and c3; rather, they were observed at a2, b2, and c2. This
discrepancy implies that measured temperature values may differ from the actual tempera-
tures of the targets due to scattering or absorbed radiant energy under real environmental
conditions. Additionally, this indicates that the results may differ from the theory due to
the STA of the solar panels located in the research area.

To address the issue of TIR data showing temperatures over 13 ◦C higher than LST
values, we propose leveraging the characteristic of reduced radiant energy intake as the an-
gle of incidence increases to mitigate the overestimation of TIR temperature measurements.
The objective of this study is not to detect hotspots but to propose effective measures for
the periodic management of solar power plants.

Initial suspected hotspot areas are considered when there is a temperature difference
of 6–10 ◦C compared to normal modules. However, if temperatures are overestimated
in non-hotspot areas, it could lead to significant confusion in managing and inspecting
solar power plants. Therefore, acquiring TIR data considering the angle of incidence is
crucial. Incorporating the angle of incidence into the existing research methodologies
allows for consideration of both the thermal sensor and the target, which is expected to
significantly contribute to the optimal acquisition of TIR data. The obtained TIR data were
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collected on 11 October 2023, at 3:22 PM, in a warm environment with a temperature of
22.2 ◦C and humidity of 48%, at an approximate latitude of 36◦ in the Northern Hemisphere.
The TIR data captured at 22.2 ◦C exhibited a considerable difference from LST data, with
hotspots showing greater deviations compared to normal modules. The influence of
the angle of incidence is expected to be more significant when capturing data in high-
temperature environments.

Table 8. Incident angle between hotspot module and TIR camera.

Position of
UAV

Number 1
Angle of
Incidence

Number 2
Angle of
Incidence

Number 3
Angle of
Incidence

Number 4
Angle of
Incidence

Number 5
Angle of
Incidence

Number 6
Angle of
Incidence

a1 16.72◦ 18.63◦ 15.47◦ 17.09◦ 15.22◦ 17.90◦

a2 6.98◦ 6.16◦ 5.91◦ 8.35◦ 7.89◦ 10.24◦

a3 2.78◦ 3.06◦ 2.66◦ 4.20◦ 6.97◦ 6.99◦

a4 10.0◦ 10.71◦ 10.94◦ 10.45◦ 13.52◦ 11.85◦

a5 19.41◦ 20.12◦ 20.40◦ 19.41◦ 22.30◦ 20.12◦

a6 25.68◦ 23.72◦ 26.69◦ 25.53◦ 28.36◦ 26.04◦

b1 22.89◦ 19.33◦ 19.70◦ 24.10◦ 16.86◦ 18.21◦

b2 14.33◦ 9.75◦ 10.75◦ 7.17◦ 7.64◦ 9.09◦

b3 8.35◦ 8.13◦ 4.51◦ 7.81◦ 0.91◦ 1.29◦

b4 7.86◦ 12.80◦ 7.77◦ 5.33◦ 9.34◦ 8.16◦

b5 13.87◦ 20.46◦ 15.95◦ 12.12◦ 11.53◦ 16.77◦

b6 20.86◦ 27.09◦ 22.82◦ 18.76◦ 25.01◦ 25.68◦

c1 32.21◦ 22.58◦ 25.95◦ 17.89◦ 19.13◦ 18.61◦

c2 23.94◦ 16.09◦ 17.65◦ 11.22◦ 10.55◦ 9.85◦

c3 17.09◦ 13.57◦ 11.38◦ 10.42◦ 5.58◦ 4.60◦

c4 11.22◦ 15.98◦ 8.37◦ 14.48◦ 9.19◦ 9.03◦

c5 10.82◦ 21.85◦ 12.74◦ 21.38◦ 16.73◦ 16.79◦

c6 14.92◦ 28.44◦ 19.28◦ 28.57◦ 24.38◦ 24.55◦

Given these considerations, future research aims to gather data during the peak tempera-
tures of July and August to delve deeper into effective strategies for detecting and addressing
defects in solar power plants. Furthermore, to overcome the challenge of obtaining the highest
temperature measurements at the minimum angle of incidence, additional captures will be
conducted at various times throughout the same day, taking into account the sun’s position.
This approach is expected to contribute to the acquisition of optimal TIR data.

Furthermore, due to the challenges associated with studying actual hotspot areas in
real environments, this research employed a controlled setup using pre-heated silicone rub-
ber pads to simulate hotspot regions. The material chosen closely mimicked the emissivity
of the solar panels to create a scenario with temperature differentials of 6–10 ◦C above
normal modules. However, it is acknowledged that this simulation may not fully capture
the intricate characteristics of genuine hotspot areas, and the results in actual hotspot con-
ditions may differ. This acknowledgment sets the stage for future studies, which will aim
to conduct research based on actual hotspot areas to explore the discrepancies between the
simulated outcomes presented in this study and real-world data. Further investigations will
continuously be undertaken to analyze any differences that arise from such comparisons.

4.2. Multiple Regression Analysis Discussion

Table 4 employs the Omnibus statistic to assess the normal distribution of residuals in
regression analysis, a crucial test for one of the model’s foundational assumptions: residual
normality. However, the Omnibus value of 0.827 does not strongly support the normality
of residuals. While a low Omnibus value typically indicates closer adherence to a normal
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distribution, here it yields inconclusive results. Similarly, a PROB(Omnibus) value of 0.661
implies insufficient evidence to reject the hypothesis of residual normality. Despite p-
values below 0.05 usually indicating statistical significance, the high p-value in this context
does not robustly support residual normality. Consequently, while both Omnibus and
PROB(Omnibus) values assess residual normality, they do not strongly confirm it and are
insufficient to conclude significant deviation from normality.

The independence of residuals in regression analysis is evaluated through the Durbin–
Watson statistic, testing for autocorrelation among residuals, another critical model assumption.
A Durbin–Watson value of 1.321 suggests slight positive autocorrelation among residuals, falling
between 1.5 and 2.5, indicating neither complete independence nor significant autocorrelation.

Skewness measures symmetry in residual distribution, crucial for assessing normality.
A skewness value of 0.111 suggests relative symmetry, while kurtosis, measuring peak
value, indicates minimal deviation from normality with a value of 2.609. However, the
Jarque–Bera test does not strongly support normality, with a JB value of 0.909 and PROB(JB)
value of 0.635, providing inconclusive evidence against non-normality.

Figure 9 illustrates that while the residuals of ‘incidence angle’ exhibit a random
distribution, those of ‘actual values’ reveal a distinct pattern due to the discretization in
data collection and processing. The irregularities observed in the histogram and minor
deviations in the Q-Q plot may indicate the presence of outliers, significant data points, or
nonlinear relationships that have not been modeled.

Remote Sens. 2024, 16, x FOR PEER REVIEW 18 of 21 
 

 

Jarque–Bera test does not strongly support normality, with a JB value of 0.909 and 
PROB(JB) value of 0.635, providing inconclusive evidence against non-normality. 

Figure 9 illustrates that while the residuals of ‘incidence angle’ exhibit a random dis-
tribution, those of ‘actual values’ reveal a distinct pattern due to the discretization in data 
collection and processing. The irregularities observed in the histogram and minor devia-
tions in the Q-Q plot may indicate the presence of outliers, significant data points, or non-
linear relationships that have not been modeled. 

To address these issues, it is imperative in future research to meticulously examine 
the data collection and processing methods for ‘actual values’ to ensure compatibility with 
regression analysis. Depending on the characteristics of the data, it may be necessary to 
apply appropriate statistical models such as Poisson regression or to reassess the handling 
methods for continuous variables. If feasible, collecting more detailed data to increase the 
accuracy of the actual measurements and adjust residuals could enhance the precision of 
the data. Furthermore, experimental studies conducted in actual hotspot environments 
based on the hypotheses of this study are expected to yield more accurate and reliable 
outcomes. The process of obtaining more precise regression results will provide definitive 
evidence supporting the importance of the incidence angle. 

 
Figure 9. (a) Residual distribution plot of the incidence angle and actual value; (b) Q-Q residual plots;
and (c) histogram of residuals.



Remote Sens. 2024, 16, 1607 18 of 20

To address these issues, it is imperative in future research to meticulously examine
the data collection and processing methods for ‘actual values’ to ensure compatibility with
regression analysis. Depending on the characteristics of the data, it may be necessary to
apply appropriate statistical models such as Poisson regression or to reassess the handling
methods for continuous variables. If feasible, collecting more detailed data to increase the
accuracy of the actual measurements and adjust residuals could enhance the precision of
the data. Furthermore, experimental studies conducted in actual hotspot environments
based on the hypotheses of this study are expected to yield more accurate and reliable
outcomes. The process of obtaining more precise regression results will provide definitive
evidence supporting the importance of the incidence angle.

5. Conclusions

The conclusions of this study emphasize the importance of adjusting the angle of
incidence to minimize external influences and enhance the accuracy of surface temperature
measurements. When TIR data from 18 different angles of incidence were collected for both
normal and hotspot modules, varying temperature values were extracted at different angles.
This result suggests that while the relationship between the thermal sensor and zenith angle
has been the focus of previous research, the variation in the angle of incidence between
the thermal sensor, the research area, and the target objects must also be considered when
acquiring TIR data. Notably, the positions at a6, b6, and c6 showed the smallest temperature
differences, indicating that these angles may be optimal. However, it cannot be definitively
concluded that these angles increase the accuracy of hotspot module detection. The research
was conducted with a set temperature difference of approximately 10 ◦C between randomly
established hotspots and standard modules, and this difference persisted throughout the
study. Nonetheless, acquiring TIR data at locations with angles of incidence over 20◦ has
shown a reduction in the temperature difference between hotspots and standard modules.
This reduction could potentially lead to misidentification of actual hotspot areas as normal
modules, despite these having the closest temperature values to the LST, thus potentially
impeding early detection of hotspot modules.

Therefore, when the angle of incidence between the UAV-based TIR camera and the
hotspot modules is within the range of 15–20◦, it yields the most accurate TIR temperature
measurements and demonstrates exceptional temperature precision. Consequently, lower
angles of incidence are likely to produce temperature readings that exceed the LST values.
Implementing a strategy to capture TIR data considering an angle of incidence within this
range is expected to enhance the precision in detecting the temperature of solar panels
and contribute to the accurate identification of suspected initial hotspot areas. Accurate
detection of such areas in solar power plants can significantly reduce maintenance and
manpower costs, increase energy efficiency, and extend the lifespan of solar panels, thereby
providing numerous benefits across various aspects of solar power facility operations.
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