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Abstract: The dimensional accuracy and microstructure affect the service performance of parts
fabricated by wire arc additive manufacturing (WAAM). Regulating the geometry and microstructure
of such parts presents a challenge. The coupling method of an artificial neural network and finite
element (FE) is proposed in this research for this purpose. Back-propagating neural networks (BPNN)
based on optimization algorithms were established to predict the bead width (BW) and height (BH)
of the deposited layers. Then, the bead geometry was modeled based on the predicted dimension,
and 3D FE heat transfer simulation was performed to investigate the evolution of temperature and
microstructure. The results showed that the errors in BW and BH were less than 6%, and the beetle
antenna search BPNN model had the highest prediction accuracy compared to the other models.
The simulated melt pool error was less than 5% with the experimental results. The decrease in
the ratio of the temperature gradient and solidification rate induced the transition of solidified
grains from cellular crystals to columnar dendrites and then to equiaxed dendrites. Accelerating the
cooling rate increased the primary dendrite arm spacing and δ-ferrite content. These results indicate
that the coupling model provides a pathway for regulating the dimensions and microstructures of
manufactured parts.

Keywords: wire arc additive manufacturing; artificial neural network; finite element; dimension;
heat transfer; microstructure

1. Introduction

Wire arc additive manufacturing (WAAM) is an advanced direct energy deposition
method that mainly includes gas tungsten arc welding (GTAW), plasma arc welding (PAW),
and gas metal arc welding (GMAW) [1]. This technology uses one or more arcs as a heat
source to fabricate components with complicated shapes by depositing the material layer by
layer in the absence of a mold [2,3]. Therefore, WAAM is highly efficient [4], low-cost [5,6],
and flexible [7] in the forming process, making it promising for the production of big
and complex structural components in certain industries such as aviation, aerospace and
nuclear power [8,9]. However, due to its complex physical processes and variable pro-
cess parameters, controlling the dimension accuracy and microstructure of manufactured
products remains a significant challenge in WAAM processes.

Some scholars have concentrated on studying the effect of WAAM processes on the
dimension, microstructure, and performance of parts, such as deformation [10], cracks [11],
microstructure components [12,13], and the mechanical properties [14,15] of the formed
parts. These studies provide some guidance for understanding and applying WAAM tech-
nology. However, the dimensions and microstructure of the deposited layers are influenced
by a combination of factors. Different materials have different thermal properties, and
different process parameters result in different temperature distributions and flow within
the molten pool, which further affect the pool morphology and solidification behavior,
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leading to changes in the dimensions and microstructure of the deposited layers. Address-
ing these influencing factors inevitably involves a series of experiments, adjustments, and
optimizations during the additive manufacturing process, consuming a significant amount
of time and resources.

It is well known that numerical computational methods are considered an appropriate
alternative, including artificial neural network (ANN), finite element (FE) simulation, etc.
Cho et al. [16] and Fu et al. [17] adopted the response surface model to realize the prediction
of WAAM-ed bead geometry. Mu et al. [18] invented an adaptive controller with an MPC
algorithm and linear autoregressive model to enhance the geometrical precision of the CMT
process. Xiong et al. [19] compared the performance of an artificial neural network and
second-order regression method in forecasting the height (BH) and width (BW) of a bead.
According to the work of Ikeuchi et al. [20], ANN modeling may be more suitable for the
prediction of profile additives manufactured using cold spray than Gaussian modeling.
Xian et al. [21] and Hejripour et al. [22], respectively, revealed the effects of the cooling
rate (CR) on the α content of a WAAM-ed Ti-6Al-4V alloy and the austenite content of
WAAM-ed duplex stainless steel through FE thermal simulation. The prediction of the
relationship between the thermal history and solid-state phases was achieved using the
FE method by Mishra et al. [23]. A high CR caused the martensitic phase, while a low CR
caused a predominance of bainite and ferrite. Others investigated the effect of forming
parameters on grain growth through more complex multi-scale models [24–27]. Clearly,
numerical simulation has provided significant advantages in addressing issues within
the WAAM process. However, it also presents some limitations and challenges, such as
complex models describing physical processes and the ideal cuboid geometry used in most
FE simulations to represent sedimentary layers [28,29]. Therefore, there is a need for an
efficient, intelligent, and less complex method to study the influence of process parameters
on the dimensions and microstructure of manufactured parts, thereby achieving process
design and optimization.

In this study, a geometry dimension prediction-heat transfer model was developed to
investigate the evolutionary behavior of the geometry, temperature, and microstructure of
a deposited layer. The prediction of the geometrical dimensions under different processes
was achieved by ANN, and the influence of the temperature evolution on the microstructure
under different deposition parameters was analyzed by an FE heat transfer model. This
study provides a way of achieving the prediction of the dimensions and microstructure of
a deposited layer fabricated via the WAAM process.

2. Experiment

The substrate and welding wire used for the experiments were SS316L wires. The
SS316L wire is a flux-cored wire with a diameter of 1.2 mm; the chemical composition of the
welding wire is shown in Table 1. The WAAM system was mainly composed of a Fronius
CMT 4000 welding machine, KUKA KR 30 HA six-axis industrial robot, worktable, and
protective gas device. Before the experiment, the substrate was polished with a grinding
machine for clearing the oxidized surface. The shielding gas was Ar and CO2, with a
volume ratio of 8:2. It is worth noting that CMT equipment has same average voltage (AU)
and average current (AI) at the same WFS, even though the transient voltage (TU) and
transient current (TI) change slightly during deposition. The WAAM parameters are shown
in Table 2.

Table 1. Chemical composition of the SS316L wire (wt.%).

Element Cr Ni Mo Mn Si C S P N Fe

Content 18.39 12.5 2.25 1.69 0.81 0.02 0.015 0.015 0.013 balance
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Table 2. The WAAM process parameters.

Parameter Units Value

Transient voltage (TU) V 14.4–24.5
Transient current (TI) A 122–243

Travel speed (TS) mm·s−1 3–14
Wire feed speed (WFS) m·min−1 3–8.3

Gas flow rate L·min−1 20

The single-track deposition layer geometry morphology is shown in Figure 1. To get
the width and height more accurately, the top view and cross section’s contours were ob-
tained by performing an edge detection process in MATLAB. Additionally, when obtaining
the geometry data, BW and BH were measured at three positions of the deposition layer
(see Figure 1). Finally, the average values were calculated to obtain the corresponding
BW and BH for the process parameter (Appendix A). The microstructure of the specimens
was observed using an ultra-deep 3D stereomicroscope (VHX-1000C, Keyence Co., Osaka,
Japan) after being cut, ground, polished and etched. X-ray diffraction (XRD) was chosen
for phase recognition and a Wilson 430SVD micro-hardness tester with a load of 4.9 kg was
used for Vickers micro-hardness testing.
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Figure 1. Single-track deposition layer geometry morphology.

3. Numerical Model

The computational process of the model is mainly composed of 3 parts (see Figure 2).
First, to get closer to the real geometry of the deposition layer, we established an ANN
model to predict the BH and BW under different process parameters and determined a more
suitable prediction model by comparing the prediction results of the BPNN, GA-BPNN,
PSO-BPNN, and BAS-BPNN models. Second, the predicted BWs and BHs were brought
into the ellipse function (Equation (1) [30]), and the function was solved in MATLAB R2019a
to obtain a geometric model close to the real one. Finally, a FE heat transfer model was
established and solved computationally based on the geometric model and verified with
experiments. By extracting the solidification characteristic parameters (temperature gradi-
ent and solidification rate), the intrinsic connection between temperature changes and the
microstructure was investigated to achieve the qualitative prediction of the microstructure.
Detailed information is described in the following sections.

x2

(BW/2)2 +
y2

BH2 = 1 (1)
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3.1. Dimension Prediction Model

BP artificial neural networks are a very mature method in regression analysis. They
usually consist of an input, hidden, and output layer (I-H-O, Figure 3) [31]. In this paper, the
WAAM process parameters were the input neurons and the BW and BH of the deposition
layer were the output neurons. During the forward propagation, the input sampled signals
were transmitted in the order of the input, hidden, and output layer, and after a nonlinear
transformation, the output signal was generated and the actual output was compared with
the predicted result. When the difference was large, backward propagation processing
of the error was carried out, back propagating layer by layer through the H–I layer and
spreading the error to all units, using the error signal obtained from each layer as the basis
for adjusting the weight value (W) of each unit. Through successive iterations, the inter-
layer parameters were updated, the W and bias values (B) corresponding to the smallest
errors in width and height were identified, and finally, the prediction was achieved.

Micromachines 2024, 15, x FOR PEER REVIEW 4 of 19 
 

 

 

Figure 2. The computational flow chart of the dimension prediction–heat transfer coupling model. 

3.1. Dimension Prediction Model 

BP artificial neural networks are a very mature method in regression analysis. They 

usually consist of an input, hidden, and output layer (I-H-O, Figure 3) [31]. In this paper, 

the WAAM process parameters were the input neurons and the BW and BH of the 

deposition layer were the output neurons. During the forward propagation, the input 

sampled signals were transmitted in the order of the input, hidden, and output layer, and 

after a nonlinear transformation, the output signal was generated and the actual output 

was compared with the predicted result. When the difference was large, backward 

propagation processing of the error was carried out, back propagating layer by layer 

through the H–I layer and spreading the error to all units, using the error signal obtained 

from each layer as the basis for adjusting the weight value (W) of each unit. Through 

successive iterations, the inter-layer parameters were updated, the W and bias values (B) 

corresponding to the smallest errors in width and height were identified, and finally, the 

prediction was achieved. 

 

Figure 3. BPNN structure. 

However, BPNN learns and converges slowly and is prone to local minima. To 

improve this situation, we used an intelligent algorithm to get the global optimum W and 

B. 

A genetic algorithm (GA) is a process of selection, mutation, and crossover from one 

generation to the next, through which individuals more adapted to the environment are 

left behind [32,33]. Particle swarm optimization algorithm (PSO) is a reference to the 

behavior of birds flying to the best food every time when searching for food randomly 

[34]. The beetle antenna search algorithm (BAS) is the process by which the beetle uses its 

left and right antennae to randomly explore towards food that has a higher concentration 

of odor [35]. 

These algorithms have a global search feature that avoids the local optimum. 

Therefore, we can improve the W and B of the BPNN model by using the “individuals” 

and “food”. The computational flow of three algorithms is shown in Figures 4–6. During 

Figure 3. BPNN structure.

However, BPNN learns and converges slowly and is prone to local minima. To improve
this situation, we used an intelligent algorithm to get the global optimum W and B.

A genetic algorithm (GA) is a process of selection, mutation, and crossover from
one generation to the next, through which individuals more adapted to the environment
are left behind [32,33]. Particle swarm optimization algorithm (PSO) is a reference to the
behavior of birds flying to the best food every time when searching for food randomly [34].
The beetle antenna search algorithm (BAS) is the process by which the beetle uses its left
and right antennae to randomly explore towards food that has a higher concentration of
odor [35].

These algorithms have a global search feature that avoids the local optimum. There-
fore, we can improve the W and B of the BPNN model by using the “individuals” and
“food”. The computational flow of three algorithms is shown in Figures 4–6. Dur-
ing prediction, in GA-BPNN, the crossover probability = 0.86 and the genetic probabil-
ity = 0.2095. In PSO-BPNN, the inertia weight = 0.75, the individual learning factor = 2,
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and the social learning factor = 2. In BAS-BPNN, the decay coefficient = 0.6 and the
antennae spacing = 4.
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3.2. FE Heat Transfer Model
3.2.1. 3D Geometric Model

The ellipse function model can effectively describe the cross-section profile of a single-
track layer in the CMT process [31]. Therefore, based on the predicted width and height,
the elliptic geometric model of a single track was established for the FE thermal simula-
tion. Furthermore, to improve the calculation accuracy and efficiency, we adopted a local
encrypted grid in the calculation process, as shown in Figure 7.
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3.2.2. Heat Transfer Control Equation

The 3D transient heat conduction equation was employed as the governing equation
to calculate the temperature change during the WAAM process, and can be described
mathematically as [36]:

ρc
∂T
∂t

=
∂

∂x

(
λ

∂T
∂x

)
+

∂

∂y

(
λ

∂T
∂y

)
+

∂

∂z

(
λ

∂T
∂z

)
+ ηUI (2)

where c stands for the specific heat capacity, I represents the WAAM current, λ denotes the
thermal conductivity of the SS316L. U is the WAAM voltage, t indicates the heat transfer
time, and η is the thermal efficiency coefficient—the value for this experiment was set to
0.7. ρ is the material density and T denotes the temperature. Furthermore, the physical
properties of the SS316L used in the simulation (see Figure 8) were calculated in JMatPro
8.0 software.
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The energy input was determined using a double ellipsoidal heat source. According
to this model, the volumetric heat density distribution that occurred in the front ellipsoid
and remaining part can, respectively, be determined as follows:

q1(x, y, z) =
6
√

3 f1ηUI
a1bcπ

√
π

exp

(
−3x2

a2
1
− 3y2

b2 − 3z2

h2

)
(3)

q2(x, y, z) =
6
√

3 f2Q
a2bcπ

√
π

exp

(
−3x2

a2
2
− 3y2

b2 − 3z2

h2

)
(4)

where a1 denotes the length of the front ellipsoid semi-axis, a2 represents the length of the
posterior ellipsoidal semiaxis, b is the heat source width and h denotes the depth.
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The initial boundary condition is:

T0(x, y, z) = Te (5)

The boundary conditions during the calculation are:

λ
∂T
∂x

nx + λ
∂T
∂y

ny + λ
∂T
∂y

ny = β(Te − T) + εC
(

T4
e − T4

)
(6)

where Te is the room temperature, β is the convective heat exchange system, ε denotes the
surface emissivity, and C represents the Stefan–Boltzmann constant.

4. Results and Discussion
4.1. Geometry Dimension

The actual and predicted values of the BW and BH are shown in Tables 3 and 4, and
the errors are shown in Figure 9. The prediction errors for the width ranged from 0.00943%
to 7.1076% and for height from 0.0011% to 10.0595%, which indicates that the established
model was able to achieve the prediction of the deposited layer dimension well. In addition,
from the prediction results, there were some differences between the predictions of different
models. When predicting the BW, the BPNN model had the largest absolute error among
the four models, which was 7.1076% (WAAM parameter 2), and the smallest absolute error
value was also generated by the BPNN model, which was only 0.0094%. A similar situation
was observed for the prediction of the BH (WAAM parameters 1 and 8). This could be
the result of the BPNN falling into a local minimum. This situation did not occur after the
optimization of the intelligent algorithm, and the maximum error values were all reduced.
The GA-BPNN model predicted BW error values of between 0.5255 and 4.1833% and BH
error values of between 1.2062 and 5.7697%. The PSO-BPNN model predicted BW error
values of between 0.3957 and 2.5122% and BH error values of between 0.126 and 4.9102%.
The BAS-BPNN model predicted BW error values of between 0.16615 and 4.80278% and
BH error values of between 0.3119 and 4.7162%. From the above, the error values could be
reduced by the optimization of the GA and PSO and BAS, respectively, but the optimization
of the BAS and PSO was better.

To further comprehensively and quantitatively assess the models’ prediction perfor-
mance and generalization capacity, three performances—the mean absolute error (MAE),
mean absolute percentage error (MAPE), and root mean square error (RMSE)—were chosen
as assessment standards for model accuracy [37]:

MAE =
1
n

n

∑
i=1

∣∣∣yexpr
i − ypre

i

∣∣∣ (7)

MAPE =
1
n

n

∑
i=1

∣∣∣∣∣y
pre
i − yexpr

i

yexpr
i

∣∣∣∣∣× 100% (8)

RMSE =

√
1
n

n

∑
i=1

(
yexpr

i − ypre
i

)2
(9)

where ypre
i and yexpr

i are, respectively, the predicted and experimental data (BW and BH)
concerning the additive manufactured component and n is the total sample number used
in the test set.
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Table 3. The predicted and experimental values of the BW.

WAAM Parameter Value (mm)

Num. WFS TS BPNN GA-BPNN PSO-BPNN BAS-BPNN Exper.

1 8.3 9 8.9909 9.1334 9.1522 9.1359 8.99
2 8 12 6.8121 7.4419 7.4676 7.1362 7.3333
3 6 6 8.8909 8.7163 8.7083 8.5752 8.6067
4 7 8 8.3067 7.6802 7.9547 8.0022 7.9233
5 4 5 7.4564 7.5365 7.4448 7.6908 7.6367
6 3 6 6.2372 6.2942 6.3382 6.3904 6.4733
7 8 10 8.1115 8.1146 8.0252 8.091 8.18
8 5.5 7 7.8946 7.8108 7.8308 7.6952 7.77
9 5 5 8.4923 8.4383 8.6645 8.3837 8.8067

10 4.5 4 8.3912 8.5153 8.6473 6.193 8.4467

Table 4. The predicted and experimental values of the BH.

WAAM Parameter Value (mm)

Num. WFS TS BPNN GA-BPNN PSO-BPNN BAS-BPNN Exper.

1 8.3 9 2.7372 2.9113 3.084 3.0598 3.0433
2 8 12 2.4654 2.6072 2.5732 2.4488 2.57
3 6 6 3.5065 3.5476 3.439 3.5756 3.6133
4 7 8 2.9845 3.0601 3.0807 3.1213 3.19
5 4 5 3.1987 3.1669 3.2012 3.192 3.1292
6 3 6 2.3171 2.3118 2.3983 2.3647 2.4533
7 8 10 2.7386 2.9693 2.9183 2.8347 2.8733
8 5.5 7 3.137 3.2306 3.16 3.1468 3.137
9 5 5 3.6982 3.5011 3.5817 3.5923 3.7667

10 4.5 4 3.669 3.693 3.6699 3.6582 3.75
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Figure 9. Prediction error for geometric dimensions: (a) BW; (b) BH.

As shown in Figure 10, the MAE, MAPE, and RMSE of the GA-BPNN, PSO-BPNN,
and BAS-BPNN models in predicting the BW and BH of the additive manufactured com-
ponent were significantly smaller than those of the single BPNN model, indicating that
the prediction performance of these three models was significantly better than that of the
BPNN model. In predicting the BH, the three evaluation indicators of the BAS-BPNN
model were 0.0710, 2.2808, and 0.0856, each of which was the smallest, and the variability of
the indicators was the smallest relative to the GA-BPNN and PSO-BPNN models. In terms
of predicting the BW, the MAE and MAPE of the BAS-BPNN model were smaller at 0.1191
and 1.4683, while the RMSE of the PSO-BPNN model was smaller at 0.1410. Considering
that the model was synchronized to predict the BW and BH, the BAS-BPNN model had a
better prediction capacity.
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Combined with the geometries predicted by the BAS-BPNN model, we evaluated
the influence of process parameters on the surface quality of the deposited layers. The
deposited layers were continuous at each process parameter, but the parameters had a
significant effect on the surface morphology. Moreover, four main characteristics of the
deposited layer, including being well-formed, too narrow, too thick, and slightly wavy, were
observed. Based on this, we determined the process window regarding the surface-forming
quality of the SS316L fabricated by CMT-WAAM, as shown in Figure 11.
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Figure 11. The process window for single-track morphology deposited by WAAM.

Black spots: Well-formed. The deposited layer is continuous with a smooth surface
and uniform size distribution.

Orange spots: Too narrow. The narrow shape may be caused by insufficient energy.
At a low WFS (3–5 m·min−1) and TS (10–14 mm·s−1), in this CMT process, the WFS was
small, the overall input power was small, the TS was too large, and the energy obtained by
the system was only able to melt a small amount of wire and matrix materials, resulting
in a relatively small molten pool, and the solidification process of the liquid metal was
completed in a relatively short time.
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Blue spots: Too thick. The deposition layers have a greater width and height. The
reason is that at a higher WFS and a lower TS, a larger molten pool and sedimentary layer
will be produced.

Green spots: Slightly wavy. There is a wavy morphology in the deposition layer. It
was determined that the TS was high, the welding torch moving speed was too large, the
arc combustion was unstable, the system heat input was relatively small, and the weld toe
on both sides of the track was not completely melted.

The influence of process parameters on the feature geometry of single-layer parts is
shown in Figure 12. The width and height of the feature geometric parameters tended to
decrease with increases in the TS. This is because when the system input energy is constant,
the TS increases, the line energy density decreases, and the amount of metal filled per unit
time decreases. As the WFS increases, the width and height increase. This is because the
higher the WFS, the greater the input energy, and the more SS316L wire will melt per unit
time; the substrate material will also melt, so that in the process of a melting pool flow, the
higher the level of metal filling in the deposit layer.
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4.2. Thermal Evolution

Based on the dimension predicted by the BAS-BPNN model, the heat transfer behavior
of SS316L under different WAAM processes (WFS = 8 m·min−1, TS = 10, 12, 14 mm·s−1)
was studied. To verify the validity of the model, we compared experimental and simulation
results for melt pool sizes under different parameters. As shown in Figure 13, when the TS
was 10 mm·s−1, 12 mm·s−1, and 14 mm·s−1, the errors of the melt pool width were 1.36%,
3.09%, and 3.58%; the errors of the melt pool depth were 0.14%, 1.08%, and 1.35%. It can
be seen that the prediction error was very small, which shows that the combined model
proposed in this paper can perform the calculation of the temperature field well.
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In order to analyze the effect of CMT process parameters on temperature and the
microstructure more intuitively, the line energy density (LED) was quoted as the reference
index:

LED = UI/TS (10)

The temperature results under the three processes are shown in Figure 14. The highest
temperature of the deposited layer was, respectively, 2368 ◦C, 3695 ◦C, and 2818 ◦C when
the TS was 14 mm·s−1, 12 mm·s−1, and 10 mm·s−1. The temperatures far exceeded the
liquid phase temperature of the SS316L (1450 ◦C) and were able to melt and metallurgically
bond 316L (see Figure 14a). Moreover, the temperature in the molten pool increased as the
TS decreased. This is because the decrease in TS leads to an increase in LED and a longer
arc action time, so the molten pool center temperature increases.
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4.3. Microstructure Characteristic

The grain structure is closely related to several properties in the WAAM process.
The microstructure of different regions of the deposited layer cross-section is shown in
Figure 15, where there were significant differences in the microstructure of deposited metals
in different regions. Figure 15a shows the morphology of the cellular crystal structure on
the bottom part. These crystals mainly exhibited a cellular structure with well-developed
primary branching and almost indistinguishable secondary branching. As solidification
proceeded, the grain structure transformed into columnar dendrites (see Figure 15b), and
an equiaxed dendrite structure appeared in the surface region near the deposition layer top
zone (see Figure 15c). The evolution of this grain structure is related to the heat transfer
behavior in the melt region, where the solidification parameters (G and R) are determinants
of crystal growth [38]:

G = ∥∇T∥ =

∥∥∥∥∂T
∂x

i +
∂T
∂y

j +
∂T
∂z

k
∥∥∥∥ (11)

R = v · i · n = v · cos α (12)



Micromachines 2024, 15, 615 13 of 19

Micromachines 2024, 15, x FOR PEER REVIEW 13 of 19 
 

 

4.3. Microstructure Characteristic 

The grain structure is closely related to several properties in the WAAM process. The 

microstructure of different regions of the deposited layer cross-section is shown in Figure 

15, where there were significant differences in the microstructure of deposited metals in 

different regions. Figure 15a shows the morphology of the cellular crystal structure on the 

bottom part. These crystals mainly exhibited a cellular structure with well-developed 

primary branching and almost indistinguishable secondary branching. As solidification 

proceeded, the grain structure transformed into columnar dendrites (see Figure 15b), and 

an equiaxed dendrite structure appeared in the surface region near the deposition layer 

top zone (see Figure 15c). The evolution of this grain structure is related to the heat 

transfer behavior in the melt region, where the solidification parameters (G and R) are 

determinants of crystal growth [38]: 

  
=  = + +

  

T T T
G T i j k

x y z
 

(11) 

cos=   = R v i n v   (12) 

The variation in the /G R  and G R  (cooling rate) all the way up from the melt 

zone’s bottom is displayed in Figure 15d. Based on the G / R results and the judgment 

conditions [39,40], it can be determined that interface destabilization occurred as well as 

constitutional subcooling during the solidification process. At the early stage of 

solidification, the temperature gradient was relatively large, the solidification rate was 

small, the solid–liquid flat interface was destabilized, the interface was raised in certain 

places, the solute aggregated, the composition subcooling zone was small, the raised part 

did not have a large extension, and the cellular microstructure was formed. As 

solidification proceeded, the raised part of the S/L interface continued to extend into the 

subcooled liquid phase region, while branching occurred laterally, forming the columnar 

dendrites. At the end of solidification, the G  was smaller, and the R  increased, and the 

/G R  became smaller, which led to independent nucleation and growth at the top of the 

melt region, which inhibited the growth of columnar dendrites and promoted the 

transformation of columnar dendrites to equiaxed crystals (CET), and the grain 

microstructure in the top surface region was equiaxed. It can be seen that there was such 

a solidification mechanism in the accretion process, where a higher /G R  induced the 

growth of columnar dendrites and a relatively lower /G R  tended to cause equiaxial 

growth. The /G R   critical value for the grain morphology transformation could be 

explored more deeply in the future. 

 

Figure 15. Solidification parameters and microstructure at TS = 14 mm·s−1, WFS = 8 m·min−1:
(a) microstructure at the bottom; (b) microstructure at the middle; (c) microstructure at the top;
(d) G × R and G/R.

The variation in the G/R and G × R (cooling rate) all the way up from the melt
zone’s bottom is displayed in Figure 15d. Based on the G/R results and the judgment
conditions [39,40], it can be determined that interface destabilization occurred as well as
constitutional subcooling during the solidification process. At the early stage of solidi-
fication, the temperature gradient was relatively large, the solidification rate was small,
the solid–liquid flat interface was destabilized, the interface was raised in certain places,
the solute aggregated, the composition subcooling zone was small, the raised part did
not have a large extension, and the cellular microstructure was formed. As solidification
proceeded, the raised part of the S/L interface continued to extend into the subcooled
liquid phase region, while branching occurred laterally, forming the columnar dendrites.
At the end of solidification, the G was smaller, and the R increased, and the G/R became
smaller, which led to independent nucleation and growth at the top of the melt region,
which inhibited the growth of columnar dendrites and promoted the transformation of
columnar dendrites to equiaxed crystals (CET), and the grain microstructure in the top
surface region was equiaxed. It can be seen that there was such a solidification mechanism
in the accretion process, where a higher G/R induced the growth of columnar dendrites
and a relatively lower G/R tended to cause equiaxial growth. The G/R critical value for
the grain morphology transformation could be explored more deeply in the future.

Since the main grain structure in the deposited layer is columnar dendrites, the effect
of the TS on the columnar dendrites of SS316L was investigated, and the grain structure is
shown in Figure 16. When the TS was 14 mm·s−1, 12 mm·s−1, and 10 mm·s−1, the average
primary dendrite spacing in the equiproportional region was 12.74 µm, 15.21 µm, and
17.37 µm, respectively. It can be seen that the primary dendrite spacing became larger
as the TS decreased. This law is related to the G × R during the solidification process of
the molten pool. Figure 17 shows the G × R of feature points in each region shown in
Figure 16. When the TS increased, the G × R in the middle of the deposited layer increased
significantly during solidification, resulting in the formation of finer columnar dendritic
structures after solidification.

Figure 18 shows the XRD pattern of the SS316L; the three highest overall strength
austenite peaks in the deposited layer were γ (111), γ (200), and γ (220). Two ferrite
peaks δ (110) and δ (200) were also observed, indicating that the clad layer was predom-
inantly made of austenite and a small amount of δ-ferrite. This finding is in line with
the microstructure shown in Figures 15 and 16, which shows that the layer was mostly
constituted of austenite. Moreover, the diffraction peak area of the δ-ferrite of the specimen
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was larger when the TS was 14 mm·s−1, which is presumed to be due a higher δ-ferrite
content. This is directly related to its solidification behavior. Figure 19 displays the el-
emental weight results obtained through quantitative EDS analysis. Creq/Nieq can be
calculated to be greater than 1.5 based on the elements’ weights (Creq = Cr + Co + 0.7Nb,
Nieq = Ni + 35C + 20N + 0.25Cu), and the sedimentary layer solidified in FA mode
(L → L + δ → L + δ + γ → δ + γ → γ ) [41,42]. The cooling rate (G × R) was larger at
TS = 14 mm · s−1 (Figure 17), and the rate of heat dissipation during solidification was
accelerated, leading to a shorter time required for a eutectic reaction and solid-phase trans-
formation. As a result, the amount of δ-ferrite precipitated from the liquid phase was
higher.
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Figure 18 shows the XRD pattern of the SS316L; the three highest overall strength 

austenite peaks in the deposited layer were γ (111), γ (200), and γ (220). Two ferrite peaks 

δ (110) and δ (200) were also observed, indicating that the clad layer was predominantly 

made of austenite and a small amount of δ-ferrite. This finding is in line with the 

microstructure shown in Figures 15 and 16, which shows that the layer was mostly 

constituted of austenite. Moreover, the diffraction peak area of the δ-ferrite of the 

specimen was larger when the TS was 14 mm·s−1, which is presumed to be due a higher δ-

ferrite content. This is directly related to its solidification behavior. Figure 19 displays the 

elemental weight results obtained through quantitative EDS analysis.
eq eqCr / Ni   can be 

calculated to be greater than 1.5 based on the elements’ weights (
eqCr Cr Co 0.7Nb= + + , 

eqNi Ni 35C 20N 0.25Cu= + + +  ), and the sedimentary layer solidified in FA mode (

L L L     → + → + + → + → ) [41,42]. The cooling rate ( G R ) was larger at TS = 14 
1mm s−  (Figure 17), and the rate of heat dissipation during solidification was accelerated, 

Figure 17. G × R under different TSs.
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5. Conclusions

In this study, A model combining ANN and FE was established. Based on the intel-
ligent algorithm and BPNN model, the prediction of the width and height of a SS316L
deposited layer under different process parameters was realized. Then, FE temperature
simulation based on the predicted geometry was implemented, and the intrinsic connec-
tion between solidification parameters, the microstructure, and the microhardness was
investigated by the temperature field. The main conclusions are as follows:

(1) The predicted width and height of the deposited layer under different processes were
in good agreement with the experimental data. The errors of the width and height
predicted by the models (GA-BPNN, PSO-BPNN, BAS-BPNN model) were all less
than 6%. Besides this, the MAE, MAPE, and RMSE of the BAS-BPNN model were
always smaller compared to other models, which means that the BAS-BPNN model
had a better prediction capacity in the geometry dimension.

(2) Process windows were established based on predictions and experiments. Continuous,
stable, good melt tracks could be formed over a wide range of parameters (WFS
(3–4 m·min−1) and TS (3–6 mm · s−1); WFS (5 m·min−1) and TS (4–10 mm·s−1); WFS
(6–7 m·min−1) and TS (5–14 mm·s−1); WFS (8 m·min−1) and TS (6–14 mm·s−1)). The
width and height of the single track showed a decreasing trend when the TS was
increased and an increasing trend when the WFS was decreased.

(3) The melt pool obtained from the temperature simulation agreed well with the exper-
imental results, and the coupled model was able to simulate effectively. When the
TS was 14 mm·s−1, 12 mm·s−1, and 10 mm·s−1, the molten pool width errors were
1.36%, 3.09%, and 3.58%, and the molten pool depth errors were 0.14%, 1.08%, and
1.35%, respectively. The highest temperature in the molten pool increased as the TS
decreased.

(4) The microstructural evolution during rapid solidification in the SS316L WAAM was
related to its thermal behaviour. Decreases in G/R induced a change in the crystal
structure from columnar dendritic crystals to equiaxed dendritic crystals. Due to the
increase in cooling rate, the primary dendrite spacing became larger and the δ-ferrite
content increased.
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Appendix A

Table A1. Data for BH and BW.

Num. WFS (m·min−1) TS (mm·s−1) TI (A) TU (V) BW (mm) BH (mm)

1 4 3 135 15.8 9.133 ± 0.292 4.253 ± 0.045
2 7 6 203 19.7 9.420 ± 0.253 3.567 ± 0.088
3 3.5 6 140 16 6.793 ± 0.069 2.590 ± 0.083
4 8 7 222 21.2 9.643 ± 0.845 3.295 ± 0.080
5 4 9 156 18.2 6.453 ± 0.059 2.730 ± 0.045
6 3.5 5 139 15.8 7.273 ± 0.049 2.680 ± 0.136
7 4.5 3 159 17.1 9.210 ± 0.151 4.280 ± 0.054
8 5 14 165 18.2 5.477 ± 0.541 1.930 ± 0.093
9 8.3 12 247 22.9 7.520 ± 0.233 2.690 ± 0.037

10 7 9 203 19.7 7.193 ± 0.117 2.947 ± 0.040
11 3 5 122 14.6 6.824 ± 0.409 2.853 ± 0.115
12 4.5 6 163 16.8 7.796 ± 0.031 3.050 ± 0.065
13 8.3 11 247 23.9 8.077 ± 0.268 2.737 ± 0.090
14 6 8 184 19.6 7.640 ± 0.320 3.180 ± 0.225
15 5 7 161 19.2 7.453 ± 0.293 3.167 ± 0.203
16 4 6 156 18.2 7.470 ± 0.199 3.070 ± 0.229
17 3.5 4 134 15.4 7.577 ± 0.276 2.870 ± 0.087
18 4.5 5 163 16.8 8.183 ± 0.073 3.118 ± 0.223
19 5 8 166 19.4 7.100 ± 0.216 3.040 ± 0.266
20 7 10 206 19.2 6.787 ± 0.115 2.487 ± 0.231
21 4 7 155 18.1 7.060 ± 0.196 2.830 ± 0.109
22 8.3 10 246 23.3 8.620 ± 0.236 2.790 ± 0.062
23 6 10 178 20.8 6.567 ± 0.236 2.320 ± 0.132
24 5 10 165 19.7 6.523 ± 0.528 2.640 ± 0.193
25 4 4 156 18.2 7.804 ± 0.046 3.410 ± 0.277
26 7 12 206 19.2 6.393 ± 0.120 2.323 ± 0.106
27 4 8 150 16.8 6.640 ± 0.190 2.846 ± 0.110
28 4 10 148 18.3 6.227 ± 0.143 2.467 ± 0.196
29 5.5 4 226 17.6 8.900 ± 0.102 3.960 ± 0.218
30 8 8 240 19 9.220 ± 0.985 3.187 ± 0.107
31 5 12 155 20.2 6.060 ± 0.091 2.300 ± 0.216
32 3 7 121 14.5 5.967 ± 0.256 2.287 ± 0.162
33 7.5 5 221 19.2 11.123 ± 0.202 3.506 ± 0.247
34 3 8 122 14.4 5.740 ± 0.117 1.940 ± 0.102
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Table A1. Cont.

Num. WFS (m·min−1) TS (mm·s−1) TI (A) TU (V) BW (mm) BH (mm)

35 4 12 148 17.8 5.727 ± 0.086 2.053 ± 0.066
36 5 6 171 19 8.123 ± 0.054 3.290 ± 0.194
37 3 10 123 15 5.640 ± 0.071 1.850 ± 0.067
38 8 9 214 23.7 8.917 ± 0.293 3.015 ± 0.184
39 7 7 214 16.2 9.243 ± 0.526 3.226 ± 0.051
40 5 9 168 19.4 6.777 ± 0.111 2.890 ± 0.263
41 4 14 155 18.1 5.177 ± 0.833 1.870 ± 0.034
42 8.3 14 243 24.5 6.727 ± 0.060 2.440 ± 0.205
43 5.5 6 181 18.1 8.307 ± 0.090 3.489 ± 0.206
44 3.5 7 145 16.2 6.407 ± 0.052 2.590 ± 0.051
45 6 7 195 15.5 8.457 ± 0.292 3.170 ± 0.121
46 8 14 223 21.5 6.407 ± 0.168 2.207 ± 0.188
47 7.5 8 217 19.9 7.970 ± 0.218 3.260 ± 0.177
48 4 8 150 16.8 6.640 ± 0.140 2.980 ± 0.161
49 6 8 184 19.6 7.720 ± 0.305 3.070 ± 0.085
50 3 5 128 14.7 6.573 ± 0.090 2.720 ± 0.218
51 7 9 218 18.8 7.260 ± 0.241 2.924 ± 0.062
52 8 8 222 21.9 9.300 ± 0.205 3.500 ± 0.199
53 5 14 165 15.2 5.050 ± 0.236 2.010 ± 0.167
54 3 8 127 14.6 5.806 ± 0.172 1.927 ± 0.230
55 8.3 14 243 24.5 6.727 ± 0.048 2.370 ± 0.139
56 5 9 168 19.4 6.777 ± 0.040 2.877 ± 0.156
57 4 6 156 18.1 7.400 ± 0.065 3.020 ± 0.136
58 5 6 171 19 8.010 ± 0.119 2.976 ± 0.073
59 8 14 236 19 6.587 ± 0.333 2.260 ± 0.065
60 5 8 166 19.4 7.350 ± 0.150 2.860 ± 0.240
61 4 4 155 18.2 7.796 ± 0.068 3.440 ± 0.227
62 8.3 10 246 23.5 8.620 ± 0.111 2.817 ± 0.037
63 4 9 158 18.1 6.370 ± 0.108 2.667 ± 0.222
64 5 10 164 19.7 6.260 ± 0.096 2.377 ± 0.078
65 5.5 4 185 18.1 8.964 ± 0.057 3.943 ± 0.176
66 4 14 155 18.2 5.177 ± 0.205 1.667 ± 0.191
67 7 9 203 20.1 7.183 ± 0.055 2.910 ± 0.214
68 8.3 11 245 24.1 7.967 ± 0.095 2.638 ± 0.172
69 7.5 5 219 19.4 11.123 ± 0.223 3.337 ± 0.230
70 5.5 6 181 18.2 8.307 ± 0.198 3.516 ± 0.250
71 4 7 155 18.1 6.820 ± 0.073 2.790 ± 0.130
72 7.5 8 219 19.4 7.940 ± 0.107 3.250 ± 0.258
73 8.3 12 245 24.1 7.580 ± 0.271 2.650 ± 0.091
74 5 8 167 19.5 7.430 ± 0.297 2.800 ± 0.148
75 5 6 171 19 7.860 ± 0.253 2.950 ± 0.102
76 6 7 195 15.5 8.195 ± 0.213 3.145 ± 0.107
77 8 7 222 21.2 9.677 ± 0.166 3.237 ± 0.087
78 5 7 161 19.2 7.206 ± 0.083 3.005 ± 0.042
79 7 7 214 16.2 8.885 ± 0.115 3.262 ± 0.085
80 6 10 178 20.8 6.660 ± 0.061 2.240 ± 0.060
81 7 12 206 19.2 6.280 ± 0.167 2.260 ± 0.024
82 7 6 203 19.7 9.180 ± 0.130 3.620 ± 0.195
83 8 9 214 23.7 9.010 ± 0.100 2.976 ± 0.105
84 5 12 155 20.2 6.190 ± 0.199 2.260 ± 0.103
85 7 10 206 19.2 7.220 ± 0.103 2.780 ± 0.079

References
1. Sun, L.B.; Jiang, F.C.; Huang, R.S.; Yuan, D.; Su, Y.; Guo, C.H.; Wang, J.D. Investigation on the process window with liner energy

density for single-layer parts fabricated by wire and arc additive manufacturing. J. Manuf. Process. 2020, 56, 898–907. [CrossRef]
2. Long, P.; Wen, D.X.; Min, J.; Zheng, Z.Z.; Li, J.J.; Liu, Y.X. Microstructure Evolution and Mechanical Properties of a Wire-Arc

Additive Manufactured Austenitic Stainless Steel: Effect of Processing Parameter. Materials 2021, 14, 1681. [CrossRef]

https://doi.org/10.1016/j.jmapro.2020.05.054
https://doi.org/10.3390/ma14071681


Micromachines 2024, 15, 615 18 of 19

3. Xiong, Y.B.; Wen, D.X.; Zheng, Z.Z.; Li, J.J. Effect of interlayer temperature on microstructure evolution and mechanical
performance of wire arc additive manufactured 300M steel. Mater. Sci. Eng. A 2022, 831, 13. [CrossRef]

4. Li, Y.J.; Yu, S.F.; Chen, Y.; Yu, R.Z.; Shi, Y.S. Wire and arc additive manufacturing of aluminum alloy lattice structure. J. Manuf.
Process. 2020, 50, 510–519. [CrossRef]

5. Zhong, Y.; Zheng, Z.Z.; Li, J.J.; Wang, C. Fabrication of 316L nuclear nozzles on the main pipeline with large curvature by CMT
wire arc additive manufacturing and self-developed slicing algorithm. Mater. Sci. Eng. A 2021, 820, 14. [CrossRef]

6. Ge, J.G.; Ma, T.J.; Chen, Y.; Jin, T.N.; Fu, H.G.; Xiao, R.S.; Lei, Y.P.; Lin, J. Wire-arc additive manufacturing H13 part: 3D pore
distribution, microstructural evolution, and mechanical performances. J. Alloys Compd. 2019, 783, 145–155. [CrossRef]

7. Jing, C.C.; Chen, Z.; Liu, B.; Xu, T.Q.; Wang, J.; Lu, T.; Lu, J.P.; Guo, Y.L.; Liu, C.M. Improving mechanical strength and isotropy
for wire-arc additive manufactured 304L stainless steels via controlling arc heat input. Mater. Sci. Eng. A 2022, 845, 11. [CrossRef]

8. Ding, D.H.; Pan, Z.X.; Cuiuri, D.; Li, H.J. Wire-feed additive manufacturing of metal components: Technologies, developments
and future interests. Int. J. Adv. Manuf. Technol. 2015, 81, 465–481. [CrossRef]

9. Yuan, T.; Yu, Z.L.; Chen, S.J.; Xu, M.; Jiang, X.Q. Loss of elemental Mg during wire plus arc additive manufacturing of Al-Mg
alloy and its effect on mechanical properties. J. Manuf. Process. 2020, 49, 456–462. [CrossRef]

10. Wu, B.T.; Pan, Z.X.; Ding, D.H.; Cuiuri, D.; Li, H.J.; Xu, J.; Norrish, J. A review of the wire arc additive manufacturing of metals:
Properties, defects and quality improvement. J. Manuf. Process. 2018, 35, 127–139. [CrossRef]

11. Shen, C.; Pan, Z.X.; Cuiuri, D.; Ding, D.H.; Li, H.J. Influences of deposition current and interpass temperature to the Fe3Al-based
iron aluminide fabricated using wire-arc additive manufacturing process. Int. J. Adv. Manuf. Technol. 2017, 88, 2009–2018.
[CrossRef]

12. Wang, C.; Liu, T.G.; Zhu, P.; Lu, Y.H.; Shoji, T. Study on microstructure and tensile properties of 316L stainless steel fabricated by
CMT wire and arc additive manufacturing. Mater. Sci. Eng. A 2020, 796, 12. [CrossRef]

13. Rodrigues, T.A.; Duarte, V.; Miranda, R.M.; Santos, T.G.; Oliveira, J.P. Current Status and Perspectives on Wire and Arc Additive
Manufacturing (WAAM). Materials 2019, 12, 1121. [CrossRef] [PubMed]

14. Guo, Y.Y.; Pan, H.H.; Ren, L.B.; Quan, G.F. Microstructure and mechanical properties of wire arc additively manufactured AZ80M
magnesium alloy. Mater. Lett. 2019, 247, 4–6. [CrossRef]

15. Qi, Z.W.; Qi, B.J.; Cong, B.Q.; Sun, H.Y.; Zhao, G.; Ding, J.L. Microstructure and mechanical properties of wire plus arc additively
manufactured 2024 aluminum alloy components: As-deposited and post heat-treated. J. Manuf. Process. 2019, 40, 27–36. [CrossRef]

16. Cho, J.S.; Lee, D.H.; Seo, G.J.; Kim, D.B.; Shin, S.J. Optimizing the mean and variance of bead geometry in the wire + arc additive
manufacturing using a desirability function method. Int. J. Adv. Manuf. Technol. 2022, 120, 7771–7783. [CrossRef]

17. Fu, Y.H.; Wang, G.L.; Zhang, H.O.; Liang, L.Y. Optimization of surface appearance for wire and arc additive manufacturing of
Bainite steel. Int. J. Adv. Manuf. Technol. 2016, 91, 301–313.

18. Mu, H.C.; Polden, J.; Li, Y.X.; He, F.Y.; Xia, C.Y.; Pan, Z.X. Layer-by-layer model-based adaptive control for wire arc additive
manufacturing of thin-wall structures. J. Intell. Manuf. 2022, 33, 1165–1180. [CrossRef]

19. Xiong, J.; Zhang, G.J.; Hu, J.W.; Li, Y.Z. Forecasting process parameters for GMAW-based rapid manufacturing using closed-loop
iteration based on neural network. Int. J. Adv. Manuf. Technol. 2013, 69, 743–751. [CrossRef]

20. Ikeuchi, D.; Vargas-Uscategui, A.; Wu, X.; King, P.C. Neural Network Modelling of Track Profile in Cold Spray Additive
Manufacturing. Materials 2019, 12, 2827. [CrossRef]

21. Xian, G.; Oh, J.M.; Lee, J.; Cho, S.M.; Yeom, J.-T.; Choi, Y.; Kang, N. Effect of heat input on microstructure and mechanical property
of wire-arc additive manufactured Ti-6Al-4V alloy. Weld. World 2022, 66, 847–861. [CrossRef]

22. Hejripour, F.; Binesh, F.; Hebel, M.; Aidun, D.K. Thermal modeling and characterization of wire arc additive manufactured duplex
stainless steel. J. Mater. Process. Technol. 2019, 272, 58–71. [CrossRef]

23. Mishra, V.; Babu, A.; Schreurs, R.; Wu, K.; Hermans, M.J.M.; Ayas, C. Microstructure estimation and validation of ER110S-G steel
structures produced by wire and arc additive manufacturing. J. Mater. Res. Technol. 2023, 23, 3579–3601. [CrossRef]

24. Xiong, F.; Lian, Y.; Li, M.-J.; Ouyang, J.; Liu, Y. An extended cellular automaton finite volume method for grain nucleation–growth–
coarsening during the wire-based additive manufacturing process. Addit. Manuf. 2023, 76, 103782. [CrossRef]

25. Staroselsky, A.; Voytovych, D.; Acharya, R. Prediction of Ni-based alloy microstructure in wire arc additive manufacturing from
cellular automata model. Comput. Mater. Sci. 2024, 233, 112721. [CrossRef]

26. Liu, S.; Shin, Y.C. Integrated 2D cellular automata-phase field modeling of solidification and microstructure evolution during
additive manufacturing of Ti6Al4V. Comput. Mater. Sci. 2020, 183, 109889. [CrossRef]

27. Geng, R.; Du, J.; Wei, Z.; Ma, N. Multiscale modelling of microstructure, micro-segregation, and local mechanical properties of
Al-Cu alloys in wire and arc additive manufacturing. Addit. Manuf. 2020, 36, 101735. [CrossRef]

28. Ding, D.H.; Zhang, S.M.; Lu, Q.H.; Pan, Z.X.; Li, H.J.; Wang, K. The well-distributed volumetric heat source model for numerical
simulation of wire arc additive manufacturing process. Mater. Today Commun. 2021, 27, 11. [CrossRef]

29. Le, V.T.; Nguyen, H.D.; Bui, M.C.; Pham, T.Q.D.; Le, H.T.; Tran, V.X.; Tran, H.S. Rapid and accurate prediction of temperature
evolution in wire plus arc additive manufacturing using feedforward neural network. Manuf. Lett. 2022, 32, 28–31. [CrossRef]

30. Zhang, W.H.; Ding, C.S.; Wang, H.R.; Meng, W.; Xu, Z.L.; Wang, J.J. The Forming Profile Model for Cold Metal Transfer and
Plasma Wire-Arc Deposition of Nickel-Based Alloy. J. Mater. Eng. Perform. 2021, 30, 4872–4881. [CrossRef]

31. Rumelhart, D.E.; Hinton, G.E.; Williams, R.J. Learning representations by back-propagating errors. Nature 1986, 323, 533–536.
[CrossRef]

https://doi.org/10.1016/j.msea.2021.142351
https://doi.org/10.1016/j.jmapro.2019.12.049
https://doi.org/10.1016/j.msea.2021.141539
https://doi.org/10.1016/j.jallcom.2018.12.274
https://doi.org/10.1016/j.msea.2022.143223
https://doi.org/10.1007/s00170-015-7077-3
https://doi.org/10.1016/j.jmapro.2019.10.033
https://doi.org/10.1016/j.jmapro.2018.08.001
https://doi.org/10.1007/s00170-016-8935-3
https://doi.org/10.1016/j.msea.2020.140006
https://doi.org/10.3390/ma12071121
https://www.ncbi.nlm.nih.gov/pubmed/30987382
https://doi.org/10.1016/j.matlet.2019.03.063
https://doi.org/10.1016/j.jmapro.2019.03.003
https://doi.org/10.1007/s00170-022-09237-6
https://doi.org/10.1007/s10845-022-01920-5
https://doi.org/10.1007/s00170-013-5038-2
https://doi.org/10.3390/ma12172827
https://doi.org/10.1007/s40194-021-01248-3
https://doi.org/10.1016/j.jmatprotec.2019.05.003
https://doi.org/10.1016/j.jmrt.2023.01.214
https://doi.org/10.1016/j.addma.2023.103782
https://doi.org/10.1016/j.commatsci.2023.112721
https://doi.org/10.1016/j.commatsci.2020.109889
https://doi.org/10.1016/j.addma.2020.101735
https://doi.org/10.1016/j.mtcomm.2021.102430
https://doi.org/10.1016/j.mfglet.2022.02.003
https://doi.org/10.1007/s11665-021-05485-x
https://doi.org/10.1038/323533a0


Micromachines 2024, 15, 615 19 of 19

32. Holland, J.H. Genetic Algorithms and Adaptation. In Adaptive Control of Ill-Defined Systems; Selfridge, O.G., Rissland, E.L., Arbib,
M.A., Eds.; Springer: Boston, MA, USA, 1984; pp. 317–333.

33. Kemda, B.V.F.; Barka, N.; Jahazi, M.; Osmani, D. Multi-Objective Optimization of Process Parameters in Resistance Spot Welding
of A36 Mild Steel and Hot Dipped Galvanized Steel Sheets Using Non-dominated Sorting Genetic Algorithm. Met. Mater.-Int.
2022, 28, 487–502. [CrossRef]

34. Murat, F.; Kaymaz, I.; Sensoy, A.T.; Korkmaz, I.H. Determining the Optimum Process Parameters of Selective Laser Melting via
Particle Swarm Optimization Based on the Response Surface Method. Met. Mater.-Int. 2023, 29, 59–70. [CrossRef]

35. Zhang, X.Q.; Jiang, S.Q. Study on the application of BP neural network optimized based on various optimization algorithms in
storm surge prediction. Proc. Inst. Mech. Eng. Part M-J. Eng. Marit. Environ. 2022, 236, 539–552. [CrossRef]

36. Li, R.; Xiong, J. Influence of interlayer dwell time on stress field of thin-walled components in WAAM via numerical simulation
and experimental tests. Rapid Prototyp. J. 2019, 25, 1433–1441. [CrossRef]

37. Li, J.D.; Wang, X.C.; Yang, Q.; Zhao, J.W.; Wu, Z.D.; Wang, Z.H. Modeling and validation of bending force for 6-high tandem cold
rolling mill based on machine learning models. Int. J. Adv. Manuf. Technol. 2022, 123, 389–405. [CrossRef]

38. Li, C.; Yu, Z.B.; Gao, J.X.; Zhao, J.Y.; Han, X. Numerical simulation and experimental study of cladding Fe60 on an ASTM 1045
substrate by laser cladding. Surf. Coat. Technol. 2019, 357, 965–977. [CrossRef]

39. Kurz, W.; Fisher, D. Fundamentals of Solidification, 4th ed.; Trans Tech Publication Ltd.: Wollerau, Switzerland, 1998; pp. 1–292.
40. Tiller, W.A.; Jackson, K.A.; Rutter, J.W.; Chalmers, B. The redistribution of solute atoms during the solidification of metals. Acta

Metall. 1953, 1, 428–437. [CrossRef]
41. Di Schino, A.; Mecozzi, M.G.; Barteri, M.; Kenny, J.M. Solidification mode and residual ferrite in low-Ni austenitic stainless steels.

J. Mater. Sci. 2000, 35, 375–380. [CrossRef]
42. Fu, J.W.; Yang, Y.S.; Guo, J.J.; Tong, W.H. Effect of cooling rate on solidification microstructures in AISI 304 stainless steel. Mater.

Sci. Technol. 2008, 24, 941–944. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1007/s12540-021-00986-9
https://doi.org/10.1007/s12540-022-01205-9
https://doi.org/10.1177/14750902211069551
https://doi.org/10.1108/RPJ-03-2019-0067
https://doi.org/10.1007/s00170-022-10196-1
https://doi.org/10.1016/j.surfcoat.2018.10.099
https://doi.org/10.1016/0001-6160(53)90126-6
https://doi.org/10.1023/A:1004774130483
https://doi.org/10.1179/174328408X295962

	Introduction 
	Experiment 
	Numerical Model 
	Dimension Prediction Model 
	FE Heat Transfer Model 
	3D Geometric Model 
	Heat Transfer Control Equation 


	Results and Discussion 
	Geometry Dimension 
	Thermal Evolution 
	Microstructure Characteristic 

	Conclusions 
	Appendix A
	References

