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Abstract: Forecasting construction spending is important for civil engineering practitioners to make
business decisions. Currently, the main body of forecasting literature pertains exclusively to aggre-
gate construction investment, such as total construction spending (TTLCON), private construction
spending, or residential construction spending. But type-specific construction spending, such as that
for education, healthcare, and religion, had yet to be explored using forecasting techniques. This case
study presents a viable procedure by which aggregate and type-specific non-residential construction
can be forecasted. The procedure that involves the use of the Granger causality test and the Vector
Autoregression (VAR) model proved to be able to provide an accurate forecast pre-COVID-19, with
some accuracy even during the COVID-19 pandemic period. Lessons learned include the following:
(1) effort should be diverted towards model interpretation, as the impulse–response trial yields results
conforming to current well-established empirical evidence; (2) a type-specific approach should be
adopted when analyzing construction spending, as different types of construction spending react
differently to potential indicators; and (3) complex models incorporating multiple indicators should
be used to generate a forecast, as a complex model has a higher chance of containing parameters
explanatory of the target variable’s features during the testing period.

Keywords: construction spending; time-series analysis; forecasting

1. Introduction

Construction spending, which reflects the value of construction put in place, has long
been recognized as an important economic indicator. Forecasting construction spending
is essential for aiding the decision-making of both civil engineering practitioners and
policymakers. Notably, construction spending comoves with other economic indicators,
including Gross Domestic Product and consumption [1]. Currently, the body of forecasting
studies on construction pertains exclusively to aggregate construction spending, such as
total residential/non-residential construction, as the two broad categories tend to impact
employment conditions most. However, type-specific construction spending, such as that
for education and religion, has yet to be explored. It can be reasonably inferred from
the body of knowledge that different kinds type-specific construction spending display
different correlations with indicators and should not be generalized.

In addition to that, the main body of forecasting literature in the field of construction
economics focuses mostly on statistically significant correlations generated via black-box
processes, and puts little effort into model interpretation. For example, Abiniangerabi et al.,
2017 [2], Ashuri et al., 2012 [3], and Ahmadi and Shahandashti 2017 [4] use significant
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F-statistics via the Granger procedure to assert correlations between construction spending
and the Architectural Billing Index and economic indicators, but do not show further
justification including whether the correlation is positive or negative. Such an approach
obscures the qualitative implications that should have been drawn.

Therefore, the construction forecasting literature requires an update, taking into con-
sideration (1) the forecastability of type-specific construction spending, and (2) model
interpretation, which should show how various kinds of construction spending respond
differently to economic conditions. This study starts with a summary of past work, then
measures the Granger correlation between type-specific construction spending and eco-
nomic indicators extracted from Federal Reserve Economic Data (FRED) and the Engineer-
ing News Record (ENR). A multivariate time-series model will then be implemented, and
an extensive attempt at model interpretation via impulse–response functions will be made
prior to generating a reasonable forecast.

2. Literature Review
2.1. Construction Spending Affects Employment

From an employment perspective, construction has traditionally been used to stimu-
late employment/job creation [5,6], albeit with varying levels of success. Ball and Wood
1995 [7] surveyed the employment generation effect of construction expenditure in the
United Kingdom but found only a weak correlation, though such a contradiction with
theoretical predictions is possibly due to poor data quality. On the other hand, Hassan
2017 [8] used multiple time-series simulation models to observe both local dynamics and
long-term relationships between construction spending and employment, demonstrating
strong causal relationships between the two parameters. Simonson’s 2013 [9] presenta-
tion indicated a generally positive linear correlation between construction spending and
construction employment between 2006 and 2016, with the lowest point of construction
spending in early 2011 and that of construction employment somewhere between 2010 and
2011. This time-lagged relationship was further substantiated by Zhang et al., 2023 [10],
whose study showed a 95% positive response in residential construction spending to prior
increases in employment, with a lag of 10–11 months.

Construction spending also stimulates employment in neighboring industries, such as
architecture, and causal relationships have been observed between construction spending
and the Architecture Billings Index (ABI) [2,11,12]. Byun 2010 [13] noted that construction
spending relates to “seemingly unrelated industries” as well as construction employment,
suggesting a correlation between construction spending and the overall employment
condition in a region. Generally speaking, in developed countries like the United States [14]
and Singapore [15], construction spending is known to be strongly and positively correlated
with productivity growth.

2.2. Construction Spending Affects Economic Strength

Construction spending is also known to be correlated with economic strength. Tse and
Ganesan 1997 [16] used the Granger causality test on Hong Kong’s time-series data and
concluded that Gross Domestic Product (GDP) in Hong Kong leads construction spending.
Davis and Heathcode 2005 focused on residential construction and housing value and
concluded that the housing value and supply comoves with GDP and consumption [1].
Ahmadi and Shahandashti 2017 [4] utilized a combination of temporal and long-term
causality tests and found that construction spending is a leading indicator of GDP in 18 of
the States in the U.S., with 9 States seeing cointegration relationships that do not attenuate
over time.

2.3. Gaps in Knowledge to Be Addressed

To date, most research on construction spending focuses on aggregate measures, such
as total construction value added [4], total non-residential construction spending and insti-
tutional construction spending [2], and residential construction spending (PRRESCON) [10].
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These time series are analyzed alongside unemployment and GDP as national economic
indicators. However, data of type-specific construction spending, such as healthcare, educa-
tion, religion, office, and lodging have not been extensively explored in a time-series fashion.

It can be reasonably inferred from the current body of empirical evidence that different
types of construction spending respond differently to the same indicators. The most repre-
sentative example is the relationship between construction spending and construction cost.
The value of construction for a particular project is directly related to the construction cost,
particularly in residential development [17]. However, the aggregate construction value
of all construction carried out in an area may not correlate as directly with construction
cost, as different types of development react differently to the fluctuation of construction
cost. In housing, high construction costs typically lead to higher housing values [18,19].
For residential/housing development, changes in construction cost may precisely be in re-
sponse to demand fluctuations, as construction cost is known to be strongly correlated with
macroeconomic conditions that also impact housing prices [3,20,21]; the causal relationship
between housing value and construction spending was found to be bidirectional [22], and
positive correlation was discovered between construction cost, residential construction
spending, and housing value [10]. On the other hand, there are types of development
that are negatively impacted by construction cost escalations. Sectors like educational
construction, which largely reflect non-profit endeavors, may be constrained by resource
limitations [23]. Various types of construction spending may also respond differently to
the disruption of COVID-19, as stated in Alsharef et al., 2021; in interviews with person-
nels of various sectors, the disruption of COVID-19 involves a mix of adverse effect, risk
management, and opportunities [24]. While the disruption of COVID-19 will negatively
impact some aspects of the construction industry by stressing workers’ health and project
finance [25,26], it might also be conducive to opportunities in some other sectors, such as
the industry of care [27].

On top of that, the main body of forecasting literature pertaining to construction
economics rely on a univariate time-series model [28], the Granger causality test and
cointegration test [2–4,29], or deep learning techniques [30,31], with result verification
performed by generating a forecast and then comparing the forecast with testing data.

All of the aforementioned techniques (Granger, cointegration, and neural network)
employed should be considered as “black-box processes”, since no interpretable results can
be generated from those tests save for statistically significant F/T-statistics and a forecast
to be compared with the testing data. However, correlation does not equate causality, and
all of the aforementioned studies fail to answer the questions of (1) whether the correlation
is positive or negative, (2) to what extent the correlation time is lagged, and (3) whether
the regression features are qualitatively significant and yield practical implication, or
correlation is simply in statistical form.

If the aforementioned questions remain unanswered, qualitative contributions, such
as policy implications, cannot be made. Therefore, the construction economics forecasting
literature is in need of an update that puts emphasis on model interpretation, policy
implications, and type-specific construction.

Therefore, this case study presents an analysis of both aggregate and type-specific
non-residential construction spending. The empirical results generated can be used to
support other related studies while, at the same time, demonstrating the importance of
model interpretation and taking a type-specific approach.

3. Material and Methods
3.1. Data Used

The data utilized in this case study were extracted from the Engineering News Record
(Building Cost Index/BCI and Construction Cost Index/CCI) and the Federal Reserve
Economic Data (FRED). The abbreviations adopted for specific datasets are aligned with
FRED’s nomenclature. These abbreviations, along with corresponding indicators, are sum-
marized in Table 1. It is important to note that the data concerning residential construction
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spending (PRRESCON) are not included in the analysis, as this paper focuses exclusively on
non-residential construction spending. However, PRRESCON is mentioned here as it will
be referenced in subsequent sections for reasoning and explanatory purposes. All datasets
employed in this paper were obtained as monthly raw values. The training period for
model construction was set from January 1993 (M1 1993) to December 2017 (M12 2017), and
the testing period was set from January 2018 (M1 2018) to December 2022 (M12 2022). Units
of measurement are also provided in Table 1. More importantly, whether annual seasonality
is present within the time series is also indicated. In order to maintain consistency, all data
used are without seasonality adjustment. Even in their raw form, not all datasets have a
consistent annual seasonality pattern.

Table 1. Summary of FRED and ENR data used.

Full Name Abbreviation Unit of Measurement Annual Seasonality

Potential Leading Indicators

All Building Construction Employees CEU2023600001 Thousands of Persons Yes

All Employees, Heavy Civil CEU2023700001 Thousands of Persons Yes

Average Construction Wage AHECONS Dollars Per Hour No

New Housing Starts HOUSTNSA Thousands of Units Yes

Unemployment UNRATENSA Percent Yes

All Employees, Construction CEU2000000001 Thousands of Persons Yes

Construction Cost Index (ENR) CCI Standardized Units No

Building Cost Index (ENR) BCI Standardized Units No

Target Variables

Private Office Construction Spending PROFCON Millions of Dollars Yes

Private Religious Construction Spending PRRELCON Millions of Dollars Yes

Total Construction Spending TTLCON Millions of Dollars Yes

Private Non-Residential Construction Spending PNRESCON Millions of Dollars Yes

Private Lodging Construction Spending PLODGCON Millions of Dollars Yes

Private Commercial Construction Spending PRCOMCON Millions of Dollars Yes

Private Educational Construction Spending PREDUCON Millions of Dollars Yes

Private Healthcare Construction Spending PRHLTHCON Millions of Dollars Yes

Private Manufacture Construction Spending PRMFGCON Millions of Dollars Yes

Private Residential Construction Spending PRRESCON Millions of Dollars Yes

In the subsequent sections of this paper, the term “indicator” will denote any one or all
of the following variables: CEU2023600001, CEU2023700001, AHECONS, HOUSTNSA, UN-
RATENSA, CEU2000000001, CCI, and BCI. These indicators are employed as explanatory
variables within the time series forecasting model. Collectively, the indicators encompass
aspects of labor supply and costs, construction cost, employment, and economic strength
(HOUSTNSA) parameters. It should be noted that, with the exception of PRRESCON, other
variables listed in Table 1 are designated as “target variables”. This nomenclature is applied
because they are the parameters the model seeks to predict.

3.2. Simple Vector Autoregression (VAR) Model

The study utilizes the standard Augmented Dickey–Fuller (ADF)–Granger causality
test procedure [32–34]. Important results include that of the Granger causality test, but since
both ADF and the Granger causality test are well-known methodologies, in the interest of
space, the VAR model configuration will be emphasized instead.
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Two types of VAR models are constructed for the purpose of this paper. The first one is
the simple VAR model, constructed using the target variable and only one of its indicators.
The purpose of such configuration is to negate the potential effect of multi-collinearity and
ensure the maximum interpretability of the model. A simple model is constructed between
each target variable (construction spending) and each potential indicator, yielding a total
of 72 models (9 target variables × 8 potential indicators). Impulse–response relationships
derived from these simple models will elucidate the interpretative value of the model.

The simple models are named as “Simple Model [Target Variable]-[Indicator]”. For
example, the simple model constructed using PNRESCON and UNRATENSA is designated
as Simple Model PNRESCON-UNRATENSA, using the following equation:

PNRESCONt = α0 + α1PNRESCONt−1 + · · ·+ αpPNRESCONt−p + β1UNRATENSAt−1 + · · ·+ βpUNRATENSAt−p + ut

where the lag order p is determined by AIC [35] as the selection criterion. In brief, the
VAR model construes the current value of the target variables to be a linear combination of
the p number of past values of the target variables itself and the past value of the leading
indicator.

3.3. Aggregate Forecasting Model

The other type of VAR model is the aggregate forecasting model, which incorporates
all potential indicators at once for each target variable of construction spending, resulting
in 9 models.

For example, the aggregate forecasting model for PNRESCON is:

PNRESCONt = α0 + α1PNRESCONt−1 + · · ·+ αpPNRESCONt−p

+ ∑
indicators

β1CEU2023600001t−1 · · · βpCEU2023600001t−p
...

. . .
...

δ1CEU2000000001t−1 · · · δpCEU2000000001t−p

+ ut

where α, β, δ, etc., refer to the model coefficient, and the lag order p is determined by the
best fit under AIC. The aggregate model is, at its core, a multivariate version of the single
VAR model.

This model is constructed to be as comprehensive as possible, but potentially disre-
gards the issue of multi-collinearity. The purpose of the configuration is to demonstrate the
raw forecasting power of the VAR model and highlight the full predictive capacity of the
VAR framework.

4. Results
4.1. Granger Causality Test Results
4.1.1. Total Construction

The Granger causality test was applied across lags of multiples of 3, from 3 to 27. A
detailed summary of the Granger causality test results is presented in Table 2. By “leading
indicator”, we refer to the fluctuation of the past value of the leading indicator being
explanatory of the current fluctuation of the target variable. The strength of the correlation
is qualitatively construed, using the number of lags at which statistically significant correla-
tion exists, and the strength of individual correlation. For example, CEU2000000001 shows
significant bonds with TTLCON over all of the lags observed, while CCI only demonstrates
correlation at lag 9; thus, CEU2000000001 is considered to be more strongly correlated with
TTLCON compared to CCI. The rationale behind the classifications is that, the higher the
number of lags at which statistically significant correlation exists, the more likely a leading
indicator will be explanatory of the target variable in a multivariate time-series model
(the lag order of which may vary situationally). Additionally, in reference to Ahmadi and
Shahandashti 2017 [4], having more lags at which a statistically significant correlation exist
also qualitatively means that the leading indicator is explanatory of the target variable over
a larger period of time rather than in only a particular timeframe.
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Table 2. Granger causality test results between TTLCON and other vital series.

Null Hypothesis
F-Statistics

Lag 3 Lag 6 Lag 9 Lag 12 Lag 15 Lag 18 Lag 21 Lag 24 Lag 27

∆CEU2000000001 is not a
leading indicator of
∆TTLCON

15.55 *** 18.79 *** 31.21 *** 4.52 *** 4.91 *** 4.41 *** 3.44 *** 3.23 *** 2.78 ***

∆CEU2023600001 is not a
leading indicator of
∆TTLCON

6.95 *** 11.76 *** 20.29 *** 1.7 2.52 ** 2.26 ** 1.74 * 2.06 ** 1.83 *

∆CEU2023700001 is not a
leading indicator of
∆TTLCON

39.2 *** 28.94 *** 35.0 *** 4.1 *** 4.47 *** 3.81 *** 2.86 *** 2.66 *** 2.58 ***

∆AHECONS is not a
leading indicator of
∆TTLCON

2.02 11.02 *** 9.13 *** 1.29 1.04 1.13 1.01 0.88 0.86

∆HOUSTNSA is not a
leading indicator of
∆TTLCON

8.04 *** 8.72 *** 5.36 *** 0.61 0.76 0.6 0.71 0.61 0.68

∆CCI is not a leading
indicator of ∆TTLCON 0.78 1.88 2.11 * 1.56 1.25 1.2 1.25 1.28 1.41

∆BCI is not a leading
indicator of ∆TTLCON 2.2 1.07 1.46 1.34 1.23 1.03 0.94 1.12 1.12

∆UNRATENSA is not a
leading indicator of
∆TTLCON

11.66 *** 42.68 *** 46.8 *** 2.54 ** 2.33 ** 2.06 ** 1.71 * 1.72 * 1.68 *

* Rejection of null hypothesis at 5% significance level; ** rejection of null hypothesis at 1% significance level; ***
rejection of null hypothesis at 0.1% significance level.

The analysis reveals that the total construction spending of the United States (TTL-
CON) is strongly correlated with employment conditions and moderately correlated with
economic strength and labor cost. Contrary to expectations, the correlation between TTL-
CON and CCI appears weak, and no significant causal relationships were observed between
TTLCON and BCI.

4.1.2. Summary of All Granger Causality Test Results

Nine sets of causality test results of the same scale as Table 2 were generated as a result
of the study. In the interest of space, these results will not be fully displayed in the paper
but will be available upon request. Instead, this paper presents the rest of the causality test
results in a summarized correlation table (Table 3), with the causal relationship between
target variables with each of the indicators categorized as “None”, “Weak”, “Moderate”,
or “Strong”.

Table 3. Correlation table of Granger causality test results.

TTLCON PLODGCON PNRESCON PRCOMCON PREDUCON PRHLTHCON PRMFGCON PROFCON PRRELCON

CEU2000000001 Strong Strong Strong Strong Strong Strong Strong Strong Strong

CEU2023600001 Strong Strong Strong Strong Strong Strong Strong Strong Strong

CEU2023700001 Strong Strong Strong Strong Strong Strong Strong Strong Strong

AHECONS Moderate Strong Moderate Moderate Strong Moderate Strong Moderate Strong

HOUSTNSA Moderate Moderate Moderate Strong Moderate Strong Strong Strong Strong

CCI Weak Weak Moderate Weak Weak Moderate Weak None None

BCI None Moderate Weak Moderate Weak Weak None None Moderate

UNRATENSA Strong Strong Strong Strong Strong Strong Strong Strong Strong
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For each pair of target variable–indicator, the categorization/scoring scheme has been
adopted as follows:

Points = 1 × #o f lags with 5% signi f icance + 2 × #o f lags with 1% signi f icance
Point o f 0 = None, Points o f 0 − 3 = Weak, Points o f 3 − 8 = Moderate, Points o f 8+ = Strong

It should be noted that this scoring scheme is arbitrarily determined for the specific
purpose of this study. Nevertheless, it provides a useful qualitative assessment summary
of the strength of causality, as summarized in the correlation table (Table 3).

It is observed that all types of construction spending display a consistently strong cor-
relation with employment conditions (CEU2000000001, CEU2023600001, CEU2023700001,
and UNRATENSA). Additionally, all types of construction spending observed are at least
moderately correlated with economic strength (HOUSTNSA) and construction wage (AHE-
CONS). The correlations between various types of construction spending and BCI/CCI are
found to be variable, with correlation strength not exceeding moderate.

4.2. Impulse–Response Function Result Summary

This section presents the notable impulse–response relationships between TTLCON/
PNRESCON and each indicator in the following figures and all others in a table format.

4.2.1. Impulse (Indicators)–Response (TTLCON) Functions

Similar to residential construction spending, which is observed in Zhang, Yang, and
Wang 2023, TTLCON also exhibits a consistent response to past escalations in construction
cost and unemployment rate. Figure 1 delineates the impulse–response relationship be-
tween UNRATENSA/CCI and TTLCON under optimal VAR specifications. Similar to those
observed in Zhang, Yang, and Wang 2023 [10] concerning PRRESCON, past escalations in
UNRATENSA/CCI also precipitate a subsequent decrease/increase in TTLCON. However,
the response benchmarks of TTLCON diverge from those associated with PRRESCON. In
over 95% of observed instances, an escalation in UNRATENSA at any given time is likely
to result in a decrease in TTLCON 6 and 10 months later; similarly, escalations in CCI are
found to cause an increase in TTLCON 5 months thereafter.
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It is well documented that construction spending serves as an economic stimulus; thus,
it is reasonable to assume that TTLCON would be positively correlated with economic
strength indicators. The data illustrated in Figure 2 corroborate this hypothesis, revealing
that past escalations in HOUSTNSA are positively correlated with subsequent escalations
in TTLCON 1 and 5 months later. The negative impulse at a lag of 9 months is counter-
balanced by an equivalent positive impulse at a lag of 11 months, rendering the former
inconsequential.
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A representative impulse–response relationship between TTLCON and labor supply
is provided in Figure 2. Conforming with the findings of Zhang, Yang, and Wang 2023 [10]
and Simonson 2013 [9], whose presentation in the second slide shows an approximate
11-month lag between the lowest point of construction employment and total construction
spending between 2006 and 2016, in more than 95% of cases, an increase in CEU2023600001
precedes an increase in TTLCON 10 months later. Conversely, a statistical pattern emerges
where an escalation in labor supply causes a decrease in TTLCON 5 months later in more
than 95% of the cases. A similar dynamic was observed in Zhang et al., 2023 [10] between
PRRESCON and construction cost/labor supply. An escalation in supply, likely in response
to a higher price, can compromise the short-term feasibility of construction projects.

4.2.2. Impulse (Indicators)–Response (PNRESCON) Functions

Figure 3 summarizes the impulse–response relationships between HOUSTNSA and
PNRESCON as well as UNRATENSA and PNRESCON. Similar to TTLCON, PNRESCON
has a positive correlation with the overall economic strength of the United States and
a negative relationship with unemployment. Regarding the impulse (UNRATENSA)–
response (PNRESCON) function, the TTLCON’s benchmarks for negative response to the
impulse unemployment rate, namely, lag 6 and lag 10, remain valid for PNRESCON.
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Figure 4 summarizes the impulse–response relationships between CEU2023600001
and PNRESCON as well as AHECONS and PNRESCON. Multiple statistically signifi-
cant impulse–response relationships at the 95% confidence level are observed between
CEU2023600001 and PNRESCON, but a negative response at a 6-month lag is offset by
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a subsequent positive response of similar magnitude at a 7-month lag immediately after.
Ultimately, only the positive responses of PNRESCON to CEU2023600001 at a lag of 10 and
12 months are notably significant. Additionally, the impulse–response function between
AHECONS and PNRESCON reflects a time-varying effect of labor wage escalation on
construction spending. In more than 95% of the cases, an increase in AHECONS was
observed to have an immediate negative impact on PNRESCON 3–4 months later but a
positive impact 7 months later. PNRESCON’s reactions to past shifts in CEU2023600001
and AHECONS are consistent with the findings presented in Zhang, Yang, and Wang
2023 [10].
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A summary of significant impulse (indicators)–response (types of construction spend-
ing) relationships, including their signs and the lag at which they occur, is presented in
Table 4. The figures refer to the time lag of the responses (in number of months), and
the signs refer to the sign of the responses with the purpose of observing whether the
correlations are positive or negative. The analysis addresses the knowledge gap defined
in the introductory section by adding model interpretation on top of causality test results.
More extensive discussion of these relationships is provided in subsequent sections.

Table 4. Table summary of 95%+ significant impulse–response relationships, with figures indicating
the time-lagged-ness (in months) and signs indicating the signs of the responses towards impulse of
impulse indicators (convention: +x—positive response of the response variables to impulse indicators
escalations at a lag of x months; −y—negative response of the response variables to impulse indicators
escalations at a lag of y months).

Impulse Indicators

Response
Variables HOUSTNSA CEU2023600001 CEU2023700001 CEU2000000001 AHECONS CCI BCI UNRATENSA

TTLCON +1 +5 −5 +10 −5 +7 +11 −5 +10 N/A +5 N/A −6 −10

PNRESCON +1 +11 +10 +12 N/A N/A −3 −4 +7 −3 +5 +5 −6 −10

PLODGCON N/A N/A N/A N/A +5 −6 +7 N/A N/A N/A

PRCOMCON N/A N/A +10 +10 −3 +6 +7 +10 N/A −6 −10

PREDUCON +1 +10 +12 N/A +12 +7 +8 −9 +10 −4 −4 N/A

PRHLTHCON N/A N/A N/A +10 −3 −4 +7 −6 −6 N/A

PRMFGCON +5 +11 N/A N/A N/A N/A N/A N/A N/A

PROFCON N/A +10 N/A N/A N/A N/A N/A N/A

PRRELCON N/A N/A N/A −7 N/A −7 −7 N/A



Buildings 2024, 14, 1317 10 of 16

4.3. Forecasting Results

The forecasting results for the target variables (various categories of construction
spending) during the testing period of M1 2018 to M12 2022 are summarized in this
section. Three representative cases of PNRESCON, TTLCON, and PLODGCON are visually
presented, while results for additional categories are summarized in a table format.

The forecasting results for TTLCON, PNRESCON, and PLODGCON are depicted in
Figure 5. The COVID-19 pandemic caused major disruptions in the economy, resulting
in the disbanding of some of the established regression-based forecasting models prior to
the pandemic [22,36]. The forecasting results from this paper show that the disruptions in
construction spending induced by the pandemic vary distinctively by construction type.
For the three cases presented, first, TTLCON has witnessed a surge in spending, outpacing
the forecasts of regression models. This trend corroborates with the findings of Zhang, Yang,
and Wang 2023 [10], who discovered that residential construction spending (which makes
up roughly two-thirds of TTLCON) increased dramatically as a result. Second, PNRESCON
does not show significant deviations from regression-based model predictions. Lastly, on
the other hand, PLODGCON experienced an atypical decline in spending, suggesting a
sector-specific variability to the pandemic’s impacts.
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Forecasting results for additional categories of construction spending are summarized
in Table 5. Two Mean Absolute Percent Error (MAPE) figures for the testing periods of M1
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2018–M12 2019 and M1 2018–M12 2022 were calculated for each construction spending
type, using the following equation:

MAPE =
1
n

n

∑
i=1

|T t − Ft|
Tt

× 100%

where Tt refers to the testing data at a time, Ft refers to the forecasted data at that time in
the testing period, and n refers to the number of observations during the testing period.

Table 5. Summary of forecasting results.

Construction Spending Type MAPE (%) M1 2018–M12 2019 MAPE (%) M1 2018–M12 2022 Description of COVID-19
Disruption

TTLCON 2.79 6.99 Escalation

PNRESCON 4.94 4.15 Steady

PLODGCON 2.68 60.9 De-escalation

PRCOMCON 13.6 12.6 Steady

PREDUCON 6.25 8.69 De-escalation

PRHLTHCON 3.66 6.86 Escalation

PRMFGCON 6.40 8.85 Escalation

PROFCON 9.56 7.85 Steady

PRRELCON 6.53 12.4 De-escalation

These MAPE figures reveal that, during the first two years of the testing period, the
forecasts are decently accurate, meaning that the models constructed using pre-COVID-19
data are adequate by pre-COVID-19 standards. However, when the testing period observed
stretches to M1 2018–M12 2022, the average error drastically increases for most construction
spending types as a response.

Visual aids illustrating these forecasting results can be provided upon reasonable
request to the corresponding author. Generally speaking, the raw values of the increased
error during the latter three years of the testing period show consistent monthly trends.
These consistent error trends provide qualitatively describable COVID-19 disruptions,
as summarized in the column “Description of COVID-19 Disruption”. The observation
that the COVID-19 pandemic introduced anomalies during the testing period does not
undermine the validity of the findings presented in this paper. Drawing from the principles
outlined by Perron 1989 [37], it can be argued that shocks typically have a temporary,
transient impact, and the core conclusions of this study are anticipated to retain their
reliability over the long-term, despite the short-term COVID-19 disruptions.

5. Discussion and Lessons Learned
5.1. Interpreting the Model

Up to now, the main body of forecasting literature in the field of construction that
employs regression-based time-series models relies mainly on comparing the forecasting
results with the testing data and then computing the average error for result verification
purposes [2,3,28,29]. Such an approach is correct, as the accuracy of the forecast is one of
the most important factors in the determination of a model’s value.

Nevertheless, simply focusing on forecasting itself also means missing out on much
empirical evidence that could be generated through model interpretation, which is key
for inferring causality within correlated phenomena. In this vein, the discussions below
highlight the importance of model interpretation. Multiple impulse–response trials were
carried out between type-specific construction spendings and their potential indicators,
yielding results that conform with existing well-substantiated evidence.
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The most prominent example of such consistency lies in the positive response of
present TTLCON and PNRESCON to the increase in labor supply 10–12 months in the
past. Such an impulse–response relationship directly conforms with Simonson’s 2013 [9]
findings and intuitively aligns with the construction industry’s operational dynamics,
where the occurrence of a building project does not generate jobs; rather, it is the process
of construction that does. Therefore, it is reasonable to expect a time-lagged correlation
between construction spending (calculated at the time when projects are put in place)
and labor supply, the lag of which corresponds to the length of time projects typically get
built in.

Another example of such consistency lies in the positive time-lagged response of
TTLCON/PNRESCON towards past escalations of economic strength (HOUSTNSA), and
the negative time-lagged response of construction spendings to UNRATENSA. The results
conform with the general belief that construction spending is positively correlated with
economic conditions, alongside the time-lagged correlation discovered in Ahmadi and
Shahandashti 2017 [4].

TTLCON and PNRESCON are also observed to be positively correlated with an indica-
tor of economic strength (HOUSTNSA) and negatively correlated with the unemployment
rate, conforming to the findings of the literature that draws a positive correlation between
construction and employment level. Construction cost was observed to be positively cor-
related with TTLCON, which conforms to the fact that construction cost makes up much
of the value for residential development and stimulates PRRESCON [10], which takes
up roughly two-thirds of TTLCON. PREDUCON and PRRELCON were shown to have
a time-lagged negative correlation with escalation in construction cost, conforming with
Fernández et al.’s 2023 [23] discussion on resource limitations in educational construction
and the financial constraints in non-profit religious developments whose feasibility is
compromised as a result of cost escalation.

Interesting empirical evidence derived using statistical analysis is the time-varying im-
pact of labor supply and labor cost, as evident in the response of PNRESCON, PLODGCON,
PRCOMCON, PREDUCON, and PRHLTHCON towards a past escalation of AHECONS.
The immediate impact of AHECONS at a lag of 3–4 months is observed to be negative, but
at a lag of 7–10 months, it becomes positive.

5.2. Analyzing as Type-Specifically as Possible

It was hypothesized that different types of construction spending will react differently
to the same suite of indicators. Our analysis shows that such appears to be the case.

When resolving similar problems, researchers must distinguish between various
types of construction spending, as this case study presents an instance in which type-
specific construction spending exhibits varying reactions to factors in causality tests, model
interpretation, and forecasting. From the analysis, it can be observed that different kinds
of type-specific construction spending are not well correlated with each other. And the
results applicable to one type of construction spending may not be valid for another. This
diversity is reflected in the varying significance of the Granger causality tests, contradictory
impulse–response relationships, and the myriad ways in which forecasts are disrupted by
the COVID-19 pandemic.

The type of construction spending may influence the existence of causal relationships.
Observing the Granger causality test results outlined in this case study, it is evident that
not all indicators correlate with construction cost, as TTLCON and PRMFGCON correlate
only with CCI, while PRRELCON correlates only with BCI. There are even cases, such as
PROFCON, that are not correlated with CCI at all. On top of all that, PRRESCON was
observed to be strongly correlated with both BCI and CCI [10], a trait that is not shared
with any other construction spending type.

As stated in the previous sections, impulse–response analysis indicates different types
of construction spending display different time-lagged responses to the indicators. The
most important case in this case study is the response construction cost; while PREDUCON,
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PRHLTHCON, and PRRELCON react negatively to past construction cost escalations,
TTLCON reacts positively.

Lastly, the time series for different kinds of type-specific construction spending re-
act differently to disruptions during the testing period, as described in the forecasting
results section.

5.3. Using Complex Models for Forecasting

This case study employs an aggregate VAR model that encompasses all potential
indicators simultaneously when conducting the forecast, without addressing potential
multi-collinearity issues. The purpose of such an approach is to demonstrate that complex
models, which incorporate multiple factors, tend to exhibit strong forecasting capacity.
Okuta et al., 2023 [38] presented a representative case where a complex time-series model
was deemed more accurate than simpler models when forecasting housing prices in Kenya,
and such trait is also applicable to construction spending forecasting.

Figure 6 demonstrates a case where the aggregate model significantly outperformed
a simpler model, which only used PNRESCON and UNRATENSA, in forecasting PN-
RESCON. Generally, the simpler the model, i.e., the fewer the regression features, the more
forecasting variance would have to be explained using the past value of target variable
itself. Therefore, when the target variable displays inconsistent statistical properties, such
as varying seasonality patterns or frivolous trends, the forecasting capabilities of simpler
models will likely be compromised. This concern, though not explicitly addressed in past
work, does reflect itself in the existing literature. Abiniangerabi et al., 2017 [2] forecasted the
aggregate construction spending (such as residential) of a large area (United States). Their
construction spending sample size was large and displayed steady statistical properties,
and thus the paper could make do with a simple model constructed with only construction
spending and ABI. On the other hand, Sing et al., 2015 focused on a smaller sample size
(construction of HK), and their model had to utilize a moderately more complex model of
three to four indicators [39].
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However, the fact that the simple model PNRESCON-UNRATENSA did a suboptimal
job at forecasting the target parameter does not mean that the model was incorrectly
constructed. Instead, it indicates that some characteristics of PNRESCON during the testing
period could only be explained by indicators other than UNRATENSA or past values
of PNRESCON.
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6. Conclusions

Total and type-specific construction spending were observed in this study for correla-
tion and forecasting performance. Strong correlations were universally observed between
construction spendings and labor supply/unemployment/economic output.

However, the different kinds of type-specific construction spending display vary-
ing behaviors that should not be generalized. For one, they display a different level of
Granger correlation and impulse–response relationship with construction cost. For another,
different construction spending types react differently to the COVID-19 disruption, with
some escalating as a result of the pandemic, some de-escalating, and others, such as PN-
RESCON, remaining steady. The diversity in response means that the economic analysis
on construction should be as type-specific as possible.

This paper also provides methodological advice for forecasting studies. The current
body of literature conducts result verification by comparing forecast with testing data.
This study demonstrates that, through model interpretation, correlation can be used to
infer causality. Impulse–response functions revealed a time-lagged positive correlation
between construction spending and escalation in labor supply, conforming to findings of
relevant studies and the operational dynamics of construction; and a time-lagged positive
relationship between construction spending and economic strength indicators, conforming
to Ahmadi and Shahandashti 2017 [4], who found economic strength to be indicative of
construction spending.

The policy implication of this paper is three-fold: for one, although this paper finds
a significant correlation between construction spending and employment, we argue that
construction spending is not a proper leading indicator for employment, as the completion
of a building project does not generate jobs; rather, it is the process of construction that
does. Therefore, construction spending tends to lag (occur after) employment conditions
rather than being leadingly indicative of them.

For another, during COVID-19, the United States saw a surge in construction, which
causes many to speculate that disruptions in relevant time series in the form of an unusual
escalation have occurred. This is also not the case, as depending on the construction type,
the behavior of construction spending can either be an escalation, a de-escalation, or remain
steady without shocks during COVID-19.

Lastly, what should be exclusively mentioned is that construction cost (BCI/CCI)
needs to be factored in in moderation when constructing models. Granger trials showed
only weak to moderate correlation between various types of construction spending. Labor
supply/construction demand carries considerably more explanatory power.

The next steps in research lie in the exploration of relationships between construction
spending and economic indicators with “noisy” temporal dynamics (it was shown in Table 1
that most data used have seasonality patterns), with a focus on long-term relationships
that do not attenuate over time. It was shown in Table 4 that some of the impulse variables
including HOUSTNSA have a time-varying impact on the future value of construction
spending. This could either be attributable to a unique but consistent pattern, by which
said indicators interact with construction spending, but it could also be that the temporal
association observed by the VAR model is overly fuzzy, and that it is more worthwhile
to explore said relationships using an error correction model instead. We will leave it to
future research.
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