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Featured Application: The findings presented in this work will allow the calculation of the
electronic density states as well as the electrical and optical properties of complex one-dimensional
coupled periodic potential wells without using expensive licensed software.

Abstract: The analytical generalization for N periodic potential wells coupled to a probe rectangular-
like potential and a zero potential is extremely important in the study of one-dimensional periodic
potentials in solid state physics, e.g., in the calculation of transport, optical, and magnetic properties.
These findings raise the possibility of calculating equations for the generalization of N arbitrary
potentials related to any potential V(x) using special functions as a solution. In this work, a novel
analytical generalization of the transcendental energy equation, group velocity, and effective mass
for N-coupled potentials to a probe one-dimensional potential V = V(x) was proposed. Initially,
two well-known linear periodic potentials V = V(x) were employed to obtain analytical solutions
for rectangular-like and Dirac-delta potentials. Python libraries were used to easily represent the
equations for one or two rectangular-like potentials coupled with an arbitrary potential, highlighting
the transcendental energy, group velocity, and effective mass. The results showed that the group
velocity behavior changed its orientation due to the sign of the potential, whereas the width of the
potential V(x) strongly influenced the group velocity behavior. The effective mass was also modified
by the potential shapes, and their combinations, both effective mass and group velocity, exhibited
similar physical behaviors to those found in ordinary rectangular-like potentials.

Keywords: Kronig–Penney model; Dirac-delta potential; periodic potentials; computational physics;
rectangular-like potential; triangular-like potential; linear potential generalization of potentials

1. Introduction

The inability of Newtonian physics to explain several phenomena on an atomic scale
led scientists to search for new possibilities, and Quantum Mechanics (QM) was established
at the beginning of the 20th century. The main result of QM is the Schrödinger equation (SE),
which is equivalent to Newton’s second law in classical mechanics [1]. One of the several
phenomena that classical mechanics was not able to explain was the electrical conduction
in solids, a phenomenon that QM was able to address using, for example, Kronig–Penney’s
periodic potential model [2,3].

Regarding this issue, there are several theoretical techniques to study the problem
related to periodic potentials, such as the transfer matrix and theory of perturbations [4,5].
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However, despite being effective methods, they also have some drawbacks. On the one
hand, the transfer matrix method used to calculate physical properties using finite periodic
potentials as the Dirac-delta is advantageous, while the theory of perturbations is success-
fully applied in Zeeman and Stark effects, e.g., [2,6–8]. On the other hand, it is important
to note that both mentioned methods also have their intrinsic limitations. In the case of
the transfer matrix, multiple matrix multiplications are required to obtain it, which can
be computationally expensive [4,9]. In perturbation theory, one needs to simulate small
variations in periodic potentials by using Bloch’s theorem [10,11].

Besides the above issues, considering that the periodic potentials are basically barriers
that repeat simulating regular intervals in a crystal lattice, without the use of Bloch’s
theorem, it would be necessary to solve multiple potentials, as described in Refs. [3,4], but a
transcendental energy equation can be obtained using Bloch’s theorem [9,12]. Thus, Bloch’s
theorem helps to simplify this type of calculation, as will be demonstrated by performing
the generalization of N-coupled potentials to an arbitrary potential, i.e., by increasing the
complexity of the problem, which may allow for a more realistic condition or some local
perturbation that is not taken into account in an ordered periodic potential (e.g., to account
for impurities that create different potentials and lengths in the chemical bounds).

On the one hand, periodic potentials, as previously mentioned, have a number of
widely recognized applications in physics. For example, they are essential to explaining the
electrical conduction of solids, which consequently leads to an understanding of the main
differences between metals, semiconductors, and insulators [12–14]. In optical physics,
they allow us to explain phenomena such as light reflection and explain why some solids
have shine characteristics while others are opaque [14,15]. These observations are a direct
consequence of band theory, which describes the electronic structure of solids and shows
the existence of allowed and forbidden energy bands [2,12,14].

The tunneling effect is one of the main problems in solving symmetric or asymmet-
ric potential barriers in QM [16]. For the simplest case (a rectangular-like barrier), the
main goal is to determine the transmission and reflection coefficients through a potential
barrier [17,18]. However, there are more complex barriers that involve combinations of
potentials—for instance, a triangular-like potential coupled to a rectangular-like potential
or a rectangular-like potential combined with a parabolic-like potential, i.e., potentials
that approach a more realistic physical problems [19,20]. Again, Bloch’s theorem can also
be used to address the corresponding asymmetric-like potentials, which also reduces the
computational costs.

In solid state physics, the Kronig–Penney model stands out as the simplest and most
widely known periodic potential to explain band theory [3,12], unlike other potentials,
such as linear-like or parabolic-like potentials [21–24]. It should be noted that the Kronig–
Penney model has an analytical solution of time-independent SE, and the solutions are real
exponential-like functions. On the other hand, other periodic potentials require the use of
special functions, such as the Airy, Bessel, parabolic cylinder, or Mathieu functions [25–29].
Therefore, the solution of the secular determinant, applying the boundary and continuity
conditions using Bloch’s theorem, leads to the transcendental energy equation [3,12]. In
addition, the question of how the group velocity and effective mass are obtained from this
transcendental energy equation for coupled potentials together with a Dirac-delta potential
is a problem that still needs further study.

In this work, a general solution to the transcendental energy equation (SE in k-space)
for the rectangular-like barrier combined or not with other types of potential shapes was
proposed. Under this condition, asymmetric V = V(x) potentials were generated along
with the rectangular-like potential. As a consequence, the transcendental energy equation,
group velocity, and effective mass were obtained for a periodic potential in the form of a
rectangular barrier combined with any V = V(x) potential. Moreover, the generalization of
the energy equation, group velocity, and effective mass for N-coupled potentials along with
a zero-like or rectangular-like potential was calculated, this research being more general
than that described in Ref. [30].
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2. Theoretical Model Background and Simulation Details

The potential V = V(x) is a function of height w and is coupled to a rectangular-like
barrier of height w0. However, the following condition is required: the potential V = V(x)
must approach zero potential when the height of the potential barrier w tends to zero.

lim
w→0

(V(w)) = 0 (1)

Figure 1 represents the approximation of the Kronig–Penney model, the potential to
which the other potentials studied will be approximated, and those that meet the condition
of Equation (1).

Figure 1. Schemes of the quantum potentials. The dark blue lines represent the Kronig–Penney
potential. The are due to the rectangular-like potential of negative intensity (magenta color). The
red and green lines represent the linear-like potentials, while the cyan and yellow lines are the
triangular-like potentials.

The solutions of the potentials displayed in Figure 1 of the associated time-independent
SE are commonly special functions [22,23,26,31], while the zero-like potential has its solu-
tion as a linear combination of complex exponentials [3].

To treat these periodic potentials, the same method proposed for potentials approx-
imating the Dirac-delta potential was used [12,14], but with the assumption that the po-
tential V = V(x) must now satisfy Equation (1). For this, the well-known Bloch theorem,
widely used in periodic potentials, was applied [32]. In other words, a is the width of the
rectangular-like potential, 2b is the width of the potential V = V(x), and T = 2b + a is the
period of the periodic potential (see Figure S1), while ΨI(x), ΨI I(x), and Ψ0(x) represent
the wave functions and Ψ

′
I(x), Ψ

′
I I(x), and Ψ

′
0(x) are the derivatives of the wave functions.

The applied contour and continuity functions have the same form as in [30]. Furthermore,
the application of these is shown in the Supplementary Materials.

It has been reported in the literature [3,9,11,12] that Equations (2) and (3) have solutions
for the cases of the rectangular-like potential and the Dirac-delta potential of positive
intensity given, respectively, by

cos (k(a + 2b)) =
(

β2 − α2

2βα

)
sinh (2bβ) sin (αa) + cosh (2bβ) cos (αa) (2)

cos (ka) =
P
αa

sin (αa) + cos (αa) (3)

Equation (2) tends to Equation (3), resulting in an infinitely thin barrier width and an
infinitely long potential barrier height. In Equations (2) and (3), the a and b parameters
are defined in Figure 1. P is a positive intensity of the Dirac-delta potential, and the
parameters that define the energies are α =

√
2mE/h̄ and β =

√
2m(w0 − E)/h̄. Then,
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in Figure S1, the numerical simulation of the Kronig–Penney potential energy is plotted,
starting from the analytical solution of Equation (2). For the simulations in the figures
below, an approximation h̄2/2m = 1 is made in order to reduce the number of physical
constants of the problem (it can be easily recovered at the end if necessary using this
transformation and comparing the dimensions of the physical quantities [10]). In other
words, this approximation does not affect the physics of the simulations. However, with
this approximation, it is not necessary to place units in the simulations.

In Equation (2), k = 1/λ, where λ is the wavelength of the electrons. This is also
important because the wave vector is usually defined as k = 2π/λ, which takes discrete
values from −π/T to π/T and thus defines the Brillouin zone. In this case, the trigono-
metric functions in Equations (4)–(7) are periodic with period k.T. It is worth mentioning
that the units of k are the opposite of those of the period T. However, again, for simulation
facilities, the transcendental energy E(k) was plotted against the k.T product.

The equations for the transcendental equation of energy, group velocity, and effec-
tive mass for an arbitrary potential V(x) together with a rectangular-like potential are
demonstrated in detail in Sections S1–S5 of the Supplementary Materials, following the
next equations:

cos (k(2b + a)) =
sinh (βa)

β

[
M1(E)− β2M2(E)

M4(E)

]
+ cosh (βa)

[
M3(E)
M4(E)

]
(4)

cos (k(2b + a)) =
sinh (βa)

β

[
N1(E)− β2N2(E)

N4(E)

]
+ cosh (βa)

[
N3(E)
N4(E)

]
(5)

vG = −T sin (kT)
h̄H0(E)

(6)

m∗ =
−h̄2H2(E)

T2 cos (kT) + h̄2v2
G H1(E)

(7)

Numerical simulations of the energy, group velocity, and effective mass were per-
formed using the Numpy and Simpy libraries of the Python programming language version
3.7.9. The results obtained from the simulation were plotted in the OriginPro 9.0 software.

3. Results
3.1. Periodic Potential of One Potential V = V(x) and a Rectangular-like Barrier
3.1.1. Rectangular-like Potential of Negative Intensity

The energy functions M1(E), M2(E), M3(E), and M4(E) for rectangular-like potentials
of negative intensity are given by Equations (8)–(12):

M1(E) = 2iα2
r sin (2αrb) (8)

M2(E) = 2i sin (2αrb) (9)

M3(E) = −4iαr cos (2αrb) (10)

M4(E) = −4iαr (11)

where

αr =

√
2m(w + E)

h̄
(12)

Figure 2 displays the energy dispersion and transcendental energy distribution for the
rectangular-like potential with negative intensity calculated using Equations (8)–(12). The
results align with those found in a rectangular-like potential equation when w tends to zero,
i.e., it is cos (k(a + 2b)) =

(
(β2 − α2

r )/(2βαr)
)

sinh (aβ) sin (2αrb) + cosh (aβ) cos (2αrb).
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Figure 2. Left-hand side: Energy dispersion relation obtained from a rectangular-like periodic
potential of negative intensity. Right-hand side: Transcendental energy equation as a function of
energy parameter α =

√
2mE/h̄ simulated for different values of w (barrier height). The parameters

were w0 = 100, a = 1/10, and b = 1/2. Black curves are results from a pure rectangular-like potential
with a positive intensity.

The energy curves are similar to those shown in Figure 2 for a pure rectangular-like
potential. There is a difference in their behaviors for different w-values. For instance, at
w = 100, the behavior differs from that of cases with distinct w-values. The amplitude and
concavity of the energy distribution close to α = 0 also vary.

3.1.2. Linear Potential with a Positive Slope

The energy functions M1(E), M2(E), M3(E), and M4(E) obtained for a linear-like
potential with a positive slope are given by Equations (13)–(17):

M1(E) = Ai
′
(u1(b))Bi

′
(u1(−b))− Ai

′
(u1(−b))Bi

′
(u1(b)) (13)

M2(E) = Bi(u1(−b))Ai(u1(b))− Bi(u1(b))Ai(u1(−b)) (14)

M3(E) = Ai(u1(b))Bi
′
(u1(−b))− Ai

′
(u1(−b))Bi(u1(b)) + Ai(u1(−b))Bi

′
(u1(b))− Ai

′
(u1(b))Bi(u1(−b)) (15)

M4(E) = 2W{y1(x), z1(x)} (16)

where

u1(x) =

(
2
√

2mb
wh̄

)2/3( w
2b

x +
w
2
− E

)
(17)

Figure 3 shows the energy dispersion and transcendental energy distribution for the
linear-like potential with positive intensity calculated using Equations (13)–(17).
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Figure 3. Left-hand side: Energy dispersion relation obtained from a linear periodic potential of
positive slope. Right-hand side: Behavior of the transcendental energy equation as a function of
the simulated alpha energy parameter for different values of w. The parameters were w0 = 100,
a = 1/10, and b = 1/2. Results for pure rectangular-like potential are also added in the plots, as
shown by black curves.

3.1.3. Linear Potential with a Negative Slope

The energy functions M1(E), M2(E), M3(E), and M4(E) obtained for a linear-like
potential with a negative slope are given by Equations (18)–(22):

M1(E) = Ai
′
(u2(b))Bi

′
(u2(−b))− Ai

′
(u2(−b))Bi

′
(u2(b)) (18)

M2(E) = Bi(u2(−b))Ai(u2(b))− Bi(u2(b))Ai(u2(−b)) (19)

M3(E) = Ai(u2(b))Bi
′
(u2(−b))− Ai

′
(u2(−b))Bi(u2(b)) + Ai(u2(−b))Bi

′
(u2(b))− Ai

′
(u2(b))Bi(u2(−b)) (20)

M4(E) = 2W{y1(x), z1(x)} (21)

where

u2(x) =

(
−2

√
2mb

wh̄

)2/3(
− w

2b
x +

w
2
− E

)
(22)

Figure 4 shows the energy dispersion and transcendental energy distribution for the
linear-like potential with negative intensity calculated using Equations (18)–(22).
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Figure 4. Numerical simulation of the transcendental energy equation for the negative-sloping linear
periodic potential together with the rectangular potential at different values of w. The parameters
were w0 = 100, a = 1/10, b = 1/2. Results for pure rectangular-like potential are also added in the
plots, as shown by black lines.

3.2. Group Velocity and Effective Mass for Rectangular-like Potentials of Negative Intensities

An important result from this analysis of periodic potentials is the fact that, depending
on the height value of the rectangle of negative intensity, the group velocity can have its
direction changed, as can be observed by comparing the results shown in Figure 5A,B.
This behavior of the group velocity is due to the relation of αr(E) in Equation (12). On the
other hand, it should be mentioned that this factor is the only parameter that differentiates
a rectangular-like potential with negative intensity from the transcendental equation of
potential energy of Kronig–Penney. In other words, the relation of αr(E) of Equation (12) is
different from that of α(E) =

√
2mE/h̄, where the latter does not depend on the w-value.

Therefore, the dependence of the parameter on w inevitably alters the behavior of the
group velocity and effective mass, as shown in Figure 5A,B. More specifically, Figure 5A,C
represent the group velocity and effective mass for heights of w = 100 (green color) and
w = 10 (red color), while Figure 5B,D represent the group velocity and effective mass for
heights of w = 125 (green color) and w = 25 (red color).

Figure 6 shows the transcendental energy equation as a function of energy for different
heights w of rectangular potential: red for w = 10 and blue for w = 100. Thus, this figure
clearly explains why the group velocity changes orientation, i.e., as cos (kT) must always be
equal to ±1. Figure 6 displays the different energy positions where there is an intersection
of the energy function to satisfy the condition cos (kT) = f (E) sinh (βa) + g(E) cosh (βa).
This effect occurs because of the value of αr(E), which is dependent on the w-value.
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Figure 5. Numerical simulation of the group velocity (A,B) and effective mass (C,D) for the
rectangular-like potential for a negative intensity. The curves were obtained for 62 different en-
ergy values. The parameters were w0 = 100, a = 1/10, and b = 1/2.

Figure 6. Behaviors of the numerical transcendental energy equation as a function of the energy for
four different heights (w-values). The horizontal lines represent maximum limits for the cos (kT).
The parameters were w0 = 100, a = 1/10, and b = 1/2.

Group Velocity and Effective Mass for Linear Potentials

Figure 7 shows the behaviors of the group velocity (Figure 7A,B) and effective mass
(Figure 7C,D) for high w-values: w = 125 (blue curve), w = 50 (green curve), w = 10
(magenta curve), and w = 1 (red curve). These two physical quantities were numeri-
cally simulated using two slopes for the linear-like periodic potential: a positive slope in
Figure 7A,C and a negative slope in Figure 7B,D.

In contrast, Figure 8 displays the behaviors of the group velocity (Figure 8A,B) and
effective mass (Figure 8C,D) numerically calculated for low w-values: w = 0.001 (blue
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curve), w = 0.01 (green curve), w = 0.1 (magenta curve), and w = 1 (red curve). Again, the
two physical quantities were numerically simulated using two slopes for the linear-like
periodic potential: a positive slope in Figure 8A,C and a negative slope in Figure 8B,D.

Figure 7. Numerical simulation of the group velocity (A,B) and effective mass (C,D) for two slopes
of the linear–linear potential: positive slope in (A,C) and negative slope in (B,D). The curves were
obtained for 62 different energy values and with high w-values. The parameters were w0 = 100,
a = 1/10, and b = 1/2.

Figure 8. Numerical simulation of the group velocity (A,B) and effective mass (C,D) for two slopes
of the linear–linear potential: positive slope in (A,C) and negative slope in (B,D). The curves were
obtained for 62 different energy values and with low w-values. The parameters were w0 = 100,
a = 1/10, and b = 1/2.
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4. Discussion

From the periodic potentials here proposed, it has been possible to corroborate the
hypothesis that they can approach the Kronig–Penney model, i.e., the rectangular-like
potential with a negative intensity and linear-like potentials can also yield results similar to
those found in the Kronig–Penney model. For triangular-like potentials, a divergence in
numerical calculation occurred, avoiding additional testing, as shown in Figures S2 and S3.
In Figure 5, it can be seen that the orientation of the group velocity in the first band energy
changes for certain values of w (potential height), i.e., either for values less than or greater
than w0 = 100. This may be explained considering that the rectangle at the interval [−b, b]
is of negative intensity. However, its energy dispersion is close to that found for the
Kronig–Penney model, as can be seen in Figure 2.

The energy H0(E) function in Figure S4 expresses the variation in the group velocity
in the rectangular-like potential of negative intensity, in agreement with the results shown
in Figure 6. Therefore, the results in Figure S4 demonstrate that the orientation of the
group velocity depends on which value of cos (kT) = ±1 is crossed first. Thus, if the rate
of change is positive, then the group velocity is positive, and vice versa [33]. In addition,
two general issues can be stated: (i) the change in the sign of the group velocity has been
evidenced in the numerical simulation of the second energy band when performed at
potentials V = V(x) that are close to a Dirac-delta potential, and (ii) the change in the
orientation of the group velocity is not a particular case.

Table 1 shows the orientation changes in the group velocity when varying each of the
parameters of the periodic rectangular-like potential of negative intensity.

Table 1. Group velocity for rectangular-like potential of negative intensity.

First Energy Band w0 a w b

vG positive

100 1/10 125 1/2
100 1/10 25 1/2
75 1/10 5 1/3
75 1/10 5/2 1/3
50 1/5 25 1/2
50 1/5 150 1/2

150 1/10 30 1/2
150 1/10 150 1/2
150 1/5 100 1/3
150 1/5 120 1/3

VG negative

100 1/10 100 1/2
100 1/10 10 1/2
75 1/10 10 1/3
75 1/10 25 1/3
50 1/5 10 1/2
50 1/5 100 1/2

150 1/10 20 1/2
150 1/10 100 1/2
150 1/5 20 1/3
150 1/5 30 1/3

Cases in which the group velocity changes its orientation in the first energy band for the rectangular-like potential
of negative intensity.

The linear-like potentials also approximate the Kronig–Penney potential, as shown in
Figures 3 and 4. However, on the right-hand side of these figures, it is observed that the
potential rapidly approaches the one with a negative slope. For the group velocity using
linear-like potentials, a peculiarity occurs in comparison with the results of the rectangular-
like potential with negative intensity. For linear-like potentials, the numerically calculated
group velocities for low and high values of w first show an increase in their group velocity
until it reaches a maximum, whereby it subsequently decays for higher values of k, as
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shown in Figures 7 and 8. In other words, the group velocity curves show an asymmetric
parabolic-like behavior, with their maxima slightly depending on the w-value.

One possible explanation for the group velocity behaviors shown in Figures 7 and 8 is
related to the width of the linear-like potential being smaller than that of the rectangular-
like potential of positive intensity, i.e., a = 1/10 and b = 1/2, since, when the simulation
of the Kronig–Penney model is done for parameters in which b > a, a trend in group
velocity observed in Figures 7 and 8 is found. Figure 9 displays the group velocities and
effective masses for w0 = 100, a = 1, and b = 1/3 for a linear-like potential with two
slopes: negative (Figure 9A,B) and positive (Figure 9C,D). This figure suggests that the
relationship between the parameters a and b determines the behavior of the group velocity.
When a < b, it has the behavior shown in Figures 7 and 8, while, when b < a, the behavior
is presented as in Figure 9 [33–35]. Here, it should be stated that the Airy functions are not
responsible for the observed divergence in the results because the used values are neither
too small nor too large to provoke an appreciable divergence in the Airy functions. The
Airy functions cannot be completely ruled out because they are improper integrals and
cannot be expressed in terms of elementary functions; in other words, they are special
functions [25,36].

Figure 9. Numerical simulation with the values of w0 = 100, a = 1, b = 1/3 for the group velocity
(A,B) and the effective mass (C,D) for the linear-like potential. The data were obtained for 32 energy
values. (A,C) show data obtained for positive-sloping linear-like potential and (B,D) show data
obtained for negative-sloping linear-like potential.

The width of the rectangle also plays an important role in the results of the linear-like
potential, mainly regarding whether it slopes positively or negatively, as mentioned in
the previous paragraphs. The reason behind this is that if the width of the rectangle is
much smaller than the width of the line and the height of the rectangle is constant, then a
pseudo-Dirac-delta potential would be simulated. This behavior was visualized when the
simulations of the Dirac-delta potential were made, as shown in Figure S1. However, there
is a major difference: the width is not infinitely small, and the height is not infinitely high.

Table 2 shows the comparison of the positive and negative group velocities between
the linear potentials. It is evident that the maximum of the group rate of the negative-
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sloping linear-like potential decays faster than the maximum of the group rate of the
positive-sloping linear-like potential.

Table 2. Group velocity for linear potentials with two slopes: positive and negative.

Group Velocity w kT vG

Positive slope linear potential

100 1.62 0.01550
75 1.62 0.00835
50 1.62 0.00456
25 1.62 0.00257
10 1.62 0.00192

Negative slope linear potential

100 1.62 0.003110
75 1.62 0.001920
50 1.62 0.001160
25 1.62 0.000701
10 1.62 0.000544

Comparison of group velocity between linear potentials. The parameters were w0 = 100, a = 1, and b = 1/3.

Table 3 shows the comparison of the effective mass for the positive and negative
linear-like potentials. The same is evident for the discontinuity energy; the negatively
sloped linear-like potential decays faster than the positively sloped linear potential.

Table 3. Effective mass for linear potentials with two slopes: positive and negative.

Effective Mass w kT E

Positive slope linear potential

100 1.57 62.2
75 1.57 52.5
50 1.57 41.9
25 1.57 30.2
10 1.58 22.1

Negative slope linear potential

100 1.57 59.4
75 1.57 49.9
50 1.57 39.3
25 1.57 27.6
10 1.57 19.3

Comparison of effective mass between linear potentials. The parameters were w0 = 100, a = 1, and b = 1/3.

In the case of triangular-like potentials, their group velocities and effective masses can-
not be simulated correctly due to the divergence shown in Figures S2 and S3. Moreover, for
the triangular and inverted triangular-like potential, the divergence in the transcendental
energy equation is clearly observed. This divergence is the product of the Airy functions,
which are defined by improper integrals and simulated numerically [37]. Now, a generaliza-
tion for the periodic potential with any shape can be proposed, i.e., the generalization that
can be developed for the rectangular-like potential by considering arbitrary N potentials of
the form V = V(x) coupled in an interval [−b, b]. It should be noted that, interestingly, it
has the same forms given in Equations (4) and (5) as can be seen in Equation (23).

cos (kT) = sinh (βa)

[
H2

1(E)− β2H2
4(E)

2βH0
0(E)

]
+ cosh (βa)

[
H2

2(E)− H1
4(E)

2H0
0(E)

]
(23)

In turn, it can also be generalized for the zero-like potential coupled to arbitrary N
potentials of the form V = V(x), as shown in Equation (24).

cos (kT) = sin (αa)

[
H2

1(E) + α2H2
4(E)

2αH0
0(E)

]
+ cos (αa)

[
H2

2(E)− H1
4(E)

2H0
0(E)

]
(24)
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An interesting point about Equations (23) and (24) is that they have a similar form to
Equations (2) and (3) for particular cases and to the equations of the transcendental energy
equation when approximating to the Dirac-delta potential [30]. The elements of the matrix
H(E) shown in Equations (23) and (24) represent energy determinants, which are the result
of Bloch’s theorem for N + 1 potentials, being a rectangular-like potential or, alternatively,
a zero-like potential. The equation of the matrix H(E) is given by Equation (25).

H(E) =


H1

1(E) H2
1(E) H3

1(E)
H1

2(E) H2
2(E) H3

2(E)
H1

3(E) H2
3(E) H3

3(E)
H1

4(E) H2
4(E) H3

4(E)

 (25)

With the obtained results, a generalized theorem can be proposed for periodic poten-
tials having the studied form; see Appendices A and B. This theorem is of great importance
because it helps to simplify the mathematical calculations of arbitrary N-coupled potentials
to a potential with known wave functions. Equations (26) and (27) provide this energy
function.

Γ(E) = −Λ(E) (26)

Γ(E) =
H2

4(E)
2H0

0(E)W{yn+1, zn+1}

[
z
′
n+1(bn+1)y

′
n+1(bm)− z

′
n+1(bm)y

′
n+1(bn+1)

]
+

H2
1(E)

2H0
0(E)W{yn+1, zn+1}

[zn+1(bn+1)yn+1(bm)− zn+1(bm)yn+1(bn+1)]

+
H2

2(E)
2H0

0(E)W{yn+1, zn+1}

[
−z

′
n+1(bn+1)yn+1(bm) + zn+1(bm)y

′
n+1(bn+1)

]
+

H1
4(E)

2H0
0(E)W{yn+1, zn+1}

[
−zn+1(bn+1)y

′
n+1(bm) + z

′
n+1(bm)yn+1(bn+1)

]
(27)

where yn+1(x) and zn+1(x) in Equation (27) are the wave functions of the potential coupled
to the arbitrary N potentials.

Since Equations (4) and (5) of the transcendental energy equation are similar, and
Equations (6) and (7) of the group velocity and effective mass can also be obtained from
the transcendental energy equation, it is reasonable to assume that these physical pa-
rameters can be generalized to more potentials and no longer only to one potential or
two potentials coupled to a known potential. For the same reason, the following theo-
rem and corollaries are proposed, whose detailed mathematical proof is presented in the
Supplementary Materials.

5. Conclusions

Transcendental energy equations were solved for different periodic potentials that
have solutions, such as the rectangular-like potential of negative intensity or in special
functions such as linear-like potentials, which can be satisfactorily simulated numerically.
Thus, it was possible to numerically calculate the behaviors of the group velocity and
effective mass deduced from the modified transcendental energy equation. It was found
that when the rectangular-like potential of positive intensity and the potential of negative
intensity were coupled, the group velocity changed in its orientation at different heights
and widths for both positive and negative rectangle intensities. This was reflected in
the energy H0(E) function, which is the function that models the behavior of the group
velocity. Table 1 shows some of the cases in which this orientation change occurred. From
the numerical simulations carried out on the linear potentials, it was observed that the
negative slope of the linear-like potential decayed faster than that found for the positive
one. This is verified in Tables 2 and 3, both in the group velocity and in the effective
mass for values of b > a and a < b. These results led us to conclude that the width of
the rectangle determines the decay as a function of the height of the linear-like potential,
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governing both the maximum of the group velocity and the discontinuity energy of the
effective mass. A significant contribution of this work was the development of the analytical
generalization for N-coupled potentials to a rectangular-like potential as well as to a zero-
like potential, whose corresponding equations are very important for the study of periodic
potentials in solid state physics. These findings allow the calculation of equations for
the generalization of an N-arbitrary potential connected to a potential V(x) with special
functions as a solution. These equations, however, cannot be expressed in the same form as
Equations (23) and (24), which depend on hyperbolic and trigonometric functions, which
are their linearly independent solutions. In addition, a 4 × 3 matrix was proposed, which
is useful to achieve the generalization of N-coupled potentials together with an arbitrary
potential. The Supplementary Materials provide the detailed proof of the novel theorem
and its corollaries. The advantages of this study lie in the use of generalized equations,
whereas the weaknesses of its method arise from the computing complexity associated
with calculating additional potentials connected to a known potential.

Supplementary Materials: The following supporting information can be downloaded at https:
//www.mdpi.com/article/10.3390/app14103987/s1. Section S1: Left: Graphical scheme of the
quantum potential representing the Kronig–Penney model and its corresponding parameters. Right:
Energy curve graph for a rectangular-like potential; Section S2: Periodic potential of two potentials
V = V(x) and a rectangular-like potential; Section S3: The transcendental energy equation; Section
S4: The group velocity; Section S5: The effective mass; Section S6: Generalization for N-coupled
potentials to a known potential; Section S7: Generalization for N-coupled potentials together with
another arbitrary potential; Section S8: Proof of the value of the determinant H0

0(E); Figure S1:
Schemes of quantum potentials used in this work. The dark blue lines represent the Kronig–Penney
potential. The magenta lines are due to the rectangular-like potential of negative intensity. The red
and green lines represent the linear-like potentials, while the light blue and yellow lines are the
triangular-like potentials; Figure S2: Numerical simulation of the transcendental energy equation
for the periodic triangular-like potential ▲ together with the rectangular-like potential at different
values of w. The height of the rectangle is w0 = 100. The black solid lines correspond to the
rectangular-like potential that simulates the Kroning–Penney model; Figure S3: Numerical simulation
of the transcendental energy equation for the periodic triangular-like potential ▼ together with the
rectangular-like potential at different values of w. The height of the rectangle is w0 = 100. The black
solid lines correspond to the rectangular-like potential that simulates the Kroning–Penney model;
Figure S4: Numerical simulation of the energy H0(E) function for 30 energy values and for heights
of 10, 25, 100, and 125 as indicated in the figure. The colors represent the simulated heights used in
Figure 5.
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Appendix A

Theorem A1 (The Generalization Theorem for One-Dimensional Periodic Potentials).
This theorem states that if a periodic potential of period T is composed of arbitrary N-coupled
potentials to a potential with known wave functions, then its transcendental equations of energy,
group velocity, and effective mass are given by Equations (A1)–(A3).

cos (kT) = Γ(E) (A1)

vG = −T sin (kT)
h̄

(
dΓ(E)

dE

)−1

(A2)

m∗ = −h̄2 dΓ(E)
dE

(
T2 cos (kT) +

d2Γ(E)
dE2 h̄2v2

G

)−1

(A3)

Proof of Theorem A1. The proof of this theorem is shown in Section S6 of the Supplemen-
tary Materials.

Equations (A1)–(A3) represent the generalization of periodic potentials. These equa-
tions predict the shape of the group velocity and the discontinuity of the effective mass.

Appendix A.1

Corollary A1 (Corollary of Zero-Potential Generalization for One-Dimensional Periodic
Potentials). This corollary expresses the particular case in which the potential coupled to the
arbitrary N potentials is zero. The equations corresponding to this approximation range from
Equation (A4) to Equation (A9).

cos (kT) = sin (αa)

[
H2

1(E) + α2H2
4(E)

2αH0
0(E)

]
+ cos (αa)

[
H2

2(E)− H1
4(E)

2H0
0(E)

]
(A4)

f0(E) =
H2

1(E) + α2H2
4(E)

2αH0
0(E)

(A5)

g0(E) =
H2

2(E)− H1
4(E)

2H0
0(E)

(A6)

Γ0(E) = sin (αa)

[
H2

1(E) + α2H2
4(E)

2αH0
0(E)

]
+ cos (αa)

[
H2

2(E)− H1
4(E)

2H0
0(E)

]
(A7)

dΓ0(E)
dE

=

(
d f0(E)

dE
− ag0(E)

dα(E)
dE

)
sin (α(E)a) +

(
a f0(E)

dα(E)
dE

+
dg0(E)

dE

)
cos (α(E)a) (A8)

d2Γ0(E)
dE2 =

[
d2 f0(E)

dE2 − a2 f0(E)
(

dα(E)
dE

)2
]

sin (α(E)a)−
[

ag0(E)
d2α(E)

dE2 + 2a
dg0(E)

dE
dα(E)

dE

]
sin (α(E)a)

+

[
a f0(E)

d2α(E)
dE2 + 2a

d f0(E)
dE

dα(E)
dE

]
cos (α(E)a) +

[
d2g0(E)

dE2 + a2g0(E)
(

dα(E)
dE

)2
]

cos (α(E)a) (A9)

Proof of Corollary A1. The proof of this corollary is shown in Section S7 of the Supple-
mentary Materials.

The energy functions f0(E) and g0(E) are generalized energy functions, which help
to simplify the calculation of the group velocity and effective mass at the generalized
zero potential.

Appendix A.2

Corollary A2 (Corollary of Rectangular Potential Generalization for One-Dimensional
Periodic Potentials). This corollary expresses the particular case in which the potential coupled to
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the arbitrary N potentials is rectangular. The equations corresponding to this approximation range
from Equation (A10) to Equation (A15).

cos (kT) = sinh (βa)

[
H2

1(E)− β2H2
4(E)

2βH0
0(E)

]
+ cosh (βa)

[
H2

2(E)− H1
4(E)

2H0
0(E)

]
(A10)

fr(E) =
H2

1(E)− β2H2
4(E)

2βH0
0(E)

(A11)

gr(E) =
H2

2(E)− H1
4(E)

2H0
0(E)

(A12)

Γr(E) = sinh (βa)

[
H2

1(E)− β2H2
4(E)

2βH0
0(E)

]
+ cosh (βa)

[
H2

2(E)− H1
4(E)

2H0
0(E)

]
(A13)

dΓr(E)
dE

=

(
d fr(E)

dE
+ agr(E)

dβ(E)
dE

)
sinh (β(E)a) +

(
dgr(E)

dE
+ a fr(E)

dβ(E)
dE

)
cosh (β(E)a) (A14)

d2Γr(E)
dE2 =

[
agr(E)

d2β(E)
dE2 + 2a

dgr(E)
dE

dβ(E)
dE

]
sinh (β(E)a) +

[
d2 fr(E)

dE2 + a2 fr(E)
(

dβ(E)
dE

)2
]

sinh (β(E)a)

+

[
a fr(E)

d2β(E)
dE2 + 2a

d fr(E)
dE

dβ(E)
dE

]
cosh (β(E)a) +

[
d2gr(E)

dE2 + a2gr(E)
(

dβ(E)
dE

)2
]

cosh (β(E)a) (A15)

Proof of Corollary A2. The proof of this corollary is shown in Section S7 of the Supple-
mentary Materials.

The energy functions fr(E) and gr(E) are generalized energy functions, which simplify
the calculation of the group velocity and effective mass at the generalized
rectangular potential.

Appendix A.3

Corollary A3 (Corollary of Group Velocity and Effective Mass in One-Dimensional
Periodic Potentials). This corollary states that the group velocity and effective mass of any
periodic potential with a period T, composed of arbitrary N-coupled potentials to a potential with
known wave functions, will then have an extreme value for the group velocity and a discontinuity
point for the effective mass. These values can be computed using Equation (A16).

0 =
d2Γ(E)

dE2 +
1

sin (kT) tan (kT)

(
dΓ(E)

dE

)2

(A16)

Proof of Corollary A3. The proof of this corollary is shown in Section S6 of the Supple-
mentary Materials.

The group velocity can reach a maximum or a minimum as a function of the energy
band, as evidenced by the group velocity in Ref. [30]. Solving Equation (A16) provides
the value of the wavenumber at which the extreme of the group velocity is obtained.
Graphically speaking, the value of the wavenumber at which the discontinuity occurs is,
interestingly, the same as that at which the extreme value of the group velocity is obtained.
This is important because it allows the relation of the most important values of group
velocity and effective mass to a single wavenumber value.

Appendix A.4

Corollary A4 (Corollary Approximation for the Dirac-Delta Potential in
One-Dimensional Periodic Potentials). This corollary states that if, in Corollary 1, the N
potentials have the peculiarity that the global minima are at the extremes and the global maximum is
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located at the midpoint, then the Dirac-delta periodic potential can be approximated by the following
limits of Equations (A17) and (A18).

lim
(b,w)→(0,∞)

(α f0(E)) = lim
(b,w)→(0,∞)

(
H2

1(E) + α2H2
4(E)

2H0
0(E)

)
= Fd(b, w) (A17)

lim
(b,w)→(0,∞)

(g0(E)) = lim
(b,w)→(0,∞)

(
H2

2(E)− H1
4(E)

2H0
0(E)

)
= 1 (A18)

Proof of Corollary A4. The proof of this corollary is shown in Section S7 of the Supple-
mentary Materials.

These limits of Equations (A17) and (A18) also represent a generalization to obtain the
Dirac-delta periodic potential, as has been done in Ref. [30], but without making use of this
generalization for arbitrary N potentials.

Appendix A.5

Corollary A5 (Corollary Approximation for the Kronig–Penney Potential in
One-Dimensional Periodic Potentials). This corollary states that if, in Corollary 2, the N
potentials have the peculiarity that the global minima are found throughout the domain, then the
periodic Kronig–Penney potential can be approximated by the following limits of Equations (A19)
and (A20).

lim
w→0

( fr) = lim
w→0

(
H2

1(E)− β2H2
4(E)

2βH0
0(E)

)
= Fkp(b, w, E) (A19)

lim
w→0

(gr) = lim
w→0

(
H2

2(E)− H1
4(E)

2H0
0(E)

)
= Gkp(b, w, E) (A20)

Proof of Corollary A5. The proof of this corollary is shown in Section S7 of the Supple-
mentary Materials.

The limits of Equations (A19) and (A20) also represent a generalization to obtain the
periodic Kronig–Penney potential.

Appendix A.6

Corollary A6 (Schrödinger’s Wronskian Corollary). This corollary states that the determinant
H0

0 is proportional to the product of the Wronskians of the wave functions of the N potentials and is
given by Equation (A21).

H0
0(E) = W{y1(x), z1(x)} ·

N

∏
k=2

[
(−1)N · W{yk(x), zk(x)}

]
(A21)

Proof of Corollary A6. The proof of this corollary is shown in Section S8 of the Supple-
mentary Materials.

The value of the determinant H0
0(E) has been deduced using Wronskians, both for

particular cases and as was done in Ref. [30]. This result was obtained by means of
Abel’s identity and by mathematical induction. It is also important because it is the only
determinant for which a result was obtained properly.
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Appendix B

To demonstrate that the theorem and corollaries are correct, Figure A1 shows graph-
ically the fundamental diagram of the periodic potentials, in which the transcendental
equations of energy, group velocity, and effective mass are shown for the rectangular-like
potential of negative intensity.

Figure A1. Numerical simulation with the values of w0 = 100, a = 1/10, b = 1/2 for the transcenden-
tal energy equation, group velocity, and effective mass for the rectangular-like potential of negative
intensity. The data were obtained for 150 energy values. (A–C) for height w = 15. (D–F) for height
w = 25. The black dots and vertical black lines in (A,D) and (B,E) represent the value of k at which
the extreme value of vG and the discontinuity of m∗ are reached.

The theory of odd and even functions predicts the negative part of the group velocity
and the effective mass of the periodic potential. Since the energy is an even function, the
group velocity is odd, and the effective mass is even. In addition, Figure A1 demonstrates
that the intensity of the potential has an influence on the orientation of the group velocity, a
notable difference from the potentials studied in Ref. [30]. Table A1 shows the kT-values
that corroborate what was proposed in Corollary 3.
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Table A1. Proof of Corollary 3 in the rectangular-like potential of negative intensity.

Group Velocity w0 a b kT vG

w = 15 100 1/10 1/2 1.23 −6.08
w = 25 100 1/10 1/2 1.93 11.5

Effective Mass w0 a b kT E

w = 15 100 1/10 1/2 1.22 13.5
w = 25 100 1/10 1/2 1.92 40.5

Parameters of the periodic potentials diagram in Figure A1.

The results in Table A1 clearly demonstrate that the value of k at which the extreme
value of the group velocity is reached is the same value of k at which the effective mass
discontinuity exists. The corresponding error is ∆kT = 0.01, while, in Tables 2 and 3, the
errors are ∆kT = 0.05. These results show that Corollary 3 is correct. In addition, the
error value of ∆kT is mainly due to the energy values that have been used to perform the
numerical simulation.
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