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Abstract

:

The k-omega SST turbulence model is extensively employed in Reynolds-averaged Navier–Stokes (RANS)-based Computational Fluid Dynamics (CFD) calculations. However, the accuracy of the estimation of viscous resistance and companion flow distribution for full-sized vessels is not sufficient. This study conducted a computational analysis of the flow around the Ryuko-maru at model-scale and full-scale Reynolds numbers utilizing the Reynolds stress turbulence model (RSM). The obtained Reynolds stress distribution from the model-scale computation was compared against experimental measurements to assess the capability of the RSM. Furthermore, full-scale computations were performed, incorporating the influence of hull surface roughness, with the resulting wake distributions juxtaposed with the actual ship measurements. The full-scale calculation employed the sand-grain roughness function, and an optimal roughness length scale was determined by aligning the computed wake distribution with Ryuko-maru’s measured data. The results of this study will allow for the direct performance estimation of full-scale ships and contribute to the design technology of performance.
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1. Introduction


In response to the pressing environmental challenge of global warming, the International Maritime Organization (IMO) has set a target of achieving zero greenhouse gas (GHG) emissions from ships by 2050 [1]. This necessitates adopting alternative fuels and natural energy sources to replace heavy oil as well as developing innovative propulsion systems. Despite alternative energy sources’ inherent lower fuel efficiency, there is an urgent need to accelerate the optimization of ship forms and the advancement of energy-saving devices. Consequently, there is a demand for highly accurate prediction technology to evaluate full-scale ship performance.



While numerous studies have focused on Computational Fluid Dynamics (CFD) calculations for ship flow using model ships to achieve accurate estimates of ship performance, there is a growing preference for direct calculations at full-scale Reynolds numbers. This approach avoids the need to extrapolate from model ship Reynolds numbers to full-scale equivalents. Undertaking full-scale CFD calculations at a practical level underscores the importance of validating the CFD methodology by comparing the results with empirical measurement data.



Many CFD analyses have been conducted to predict ship flow, with Pena et al. [2] providing a comprehensive review of turbulence models’ efficacy in estimating ship performance. Reynolds-averaged Navier–Stokes (RANS)-based computational methods are widely used, employing two-equation turbulence models like the k–ε or k-omega SST. However, these models exhibit limitations in accurately estimating viscous resistance. Matsuda et al. [3] conducted a comparative study of ship flow calculations using the k-omega SST (a two-equation model) and the Reynolds stress turbulence model (RSM) (a seven-equation model) at model-scale Reynolds numbers across various hull forms. While the k-omega SST is adequate in estimating form factor K and wake distribution for slender ships, it underestimates form factor K, resulting in a smaller stern longitudinal vortex size at the propeller plane compared to experimental results for full-sized vessels. Matsuda et al. demonstrated that the RSM offers more accurate estimates for form factor and wake distribution, particularly for bulk carriers and oil tankers.



Pena et al. [2] highlighted various applications of CFD at full-scale Reynolds numbers [4,5,6], citing studies by Song et al. [7] and Pena et al. [8], which examined KCS and KVLCC2 flows at both model- and full-scale Reynolds numbers, accounting for hull surface roughness using wall function boundary conditions. Hull surface roughness significantly increases frictional and viscous drag, wave pattern, and wake distribution. Pena et al. [8] conducted full-scale calculations for a general cargo ship (Regal), analyzing the hull’s detailed flow field and discussing velocity, shear pressure, and vorticity distribution. Ohashi [9] calculated the flow around the Ryuko-maru (an older model VLCC) at full-scale Reynolds numbers, accounting for surface roughness through wall-resolved and wall function boundary conditions. These calculations were compared to measured wake distributions obtained from actual ship measurements. The comparison revealed that when roughness effects were considered, the wake distribution obtained from CFD calculations demonstrated improved agreement with the full-scale measured results compared to those assuming a smooth surface. Furthermore, considering uncertainty, the wall function approach was more effective for CFD calculations in full-scale ship scenarios. Sakamoto et al. [10] similarly employed this method for calculations involving bulk carriers and container ships fitted with ducts, mirroring the approach taken by Ohashi [9]. Their findings demonstrated strong agreement in wake flow distribution, even when considering the presence of energy-saving devices. Accurately estimating the additional frictional resistance exerted on painted hull surfaces requires a thorough understanding of the roughness function specific to such surfaces. Many roughness functions employed in CFD calculations are tailored to sand-grain roughness. Consequently, understanding the roughness length scale specific to painted surfaces is crucial for accurate full-scale ship flow calculations. To verify the effectiveness of the RSM in more detail, it is important to evaluate it at the level of Reynolds stress, but there are no previous studies. Few studies have applied the RSM to CFD calculations at the full scale and compared the wake flow distribution with the full-scale test results. Furthermore, there is no standardized method that takes into account the roughness of the hull surface of a full-scale model, and it has not been fully verified how to set the roughness height to perform a reasonable calculation at the full scale.



This study calculated ship flow at the model scale using the RSM for enhanced wake distribution accuracy, validating it against Reynolds stresses from wind tunnel experiments. The influence of hull surface roughness was incorporated using wall function methodology, integrating a sand-grain roughness function, and exploring an appropriate roughness length scale through comparison with empirical wake distribution data. In this study, the effectiveness of the RSM can be confirmed in more detail by comparing the CFD calculation results with the experimental Reynolds stresses. Furthermore, by developing a CFD calculation method that takes into account the surface roughness of the hull, it will be possible to directly estimate the viscous resistance and the wake distribution with high accuracy on a practical number of grids. This will contribute to the improvement in design technology.




2. Comparison of CFD Calculations and Experimental Results of Reynolds Stress at the Model Scale


Prior research has established that the RSM outperforms the k-omega SST, a two-equation model, in predicting form factor K at the model ship scale. This is attributed to its superior accuracy in forecasting wake flow distribution. For a precise estimation of ship flow distribution, it is crucial to assess not only velocity distribution but also Reynolds stresses. However, validating the RSM’s full-scale wake distribution accuracy poses challenges because direct measurements are unavailable. CFD simulations were conducted for the Ryuko-maru at the model ship scale, comparing results from the k-omega SST and the RSM–linear pressure strain correlation model with two layers (LPST) to assess the RSM’s Reynolds stress prediction accuracy. The comparison utilized data from wind tunnel tests performed by Suzuki et al. [11] using a 3 m model ship in the Osaka University research wind tunnel (with measurement section dimensions of L × B ×D = 9.5 m × 1.8 m × 1.8 m). The model ship was suspended in the tunnel’s center using piano wire, with a wind tunnel blockage rate of approximately 6%. Flow field measurements were obtained using a triple-sensor hot-wire system, with data sampling at 10 kHz, acknowledging inherent errors of approximately 5% for time-averaged flow velocity and approximately 10% for Reynolds stress components. Furthermore, a V&V process was conducted to compare the two-equation k-omega SST model with the RSM–LPST.



2.1. Computational Conditions


The RSM was assessed using the hull form of the Ryuko-maru, a 200,000 DWT tanker built in Japan with a Cb value of 0.83. CFD validation data for this vessel, made publicly available by Namimatsu et al. [12], were utilized. The wake distribution of the ship was also measured at the full scale using a five-hole pitot tube. Figure 1 illustrates the 3D model of the Ryuko-maru, while Table 1 provides its principal dimensions.



The CFD simulations were conducted using STAR-CCM+ version 16.02. Two turbulence models were employed: k-omega SST and RSM–LPST. The RSM–LPST, based on the LPS (linear pressure strain correlation) model [13] with a wall function developed by Gibson and Launder [14], is specifically designed for low Reynolds numbers, with y ≤ +1 for grid points near the wall surface. It uses a model coefficient for the pressure–strain correlation term reported by Launder and Shima [15]. Previous research by Matsuda et al. [3] demonstrated the effectiveness of LPST for CFD calculations at model ship scales, thus justifying its selection for this study.



As depicted in Figure 2, the computational domain spans dimensions of 5.0 Lpp × 5.0 Lpp × 0.625 Lpp (both sides), with only the area below the draft considered in the CFD computations. In contrast, wind tunnel tests utilized a double-model setup. A medium grid arrangement, illustrated in Figure 3, shows the surface grid of a 3 m model of the Ryuko-maru. Figure 4 shows the volume grid of the center plane. Figure 5 shows the volume grid in the propeller plane. Dense grids are arranged to adapt to the complex flow around the stern. The first layer of grids on the hull surface was configured to achieve y+ ≈ 1. To ensure accuracy, three grid resolutions (coarse, medium, and fine) were generated for verification purposes, following the methodology employed by Matsuda et al. [3] the simulations were conducted under uniform flow conditions, as detailed in Table 2.




2.2. Verification Method and Results


The verification used the ITTC method [16]. Table 3 depicts the verification grid generation results. The grid counts were determined to maintain an Ri of approximately 1.4, specifically, approximately 22 million for the fine grid, approximately 8 million for the medium grid, and approximately 3 million for the coarse grid.



The results of the CFD calculations are presented in Table 4. The verification results for     ε   21    ,     ε   32    ,   R  ,     U   i   ,   and     U   S N     are shown in Table 5.



The k-omega SST and the LPST on the three grids performed in this study are not in the direction of convergence as the grids are made finer. This may be due to the fact that even a coarse grid is generally sufficient. In addition, the LPST estimated a larger overall viscous resistance to the k-omega SST. This result follows the same trend as that of Matsuda et al. [3]. The calculated numerical uncertainty     U   S N     (1.54%) of the k-omega SST model is lower than that of the RSM–LPS     U   S N     (2.23%). However, the     U   S N     for both is sufficiently small, and the variation in hydrodynamic forces is also small enough in the three grids. Consequently, a detailed comparison of wake distributions was conducted for the medium grid.




2.3. Results of CFD Calculation of Reynolds Stress


The definition of flow direction is shown in Figure 6. The distribution of the contour plot of Vx/V0 is shown in Figure 7,     V   c f    /V0 in Figure 8,       u   ′     u   ′    ¯    in Figure 9,       v   ′     v   ′    ¯    in Figure 10,       w   ′     w   ′    ¯    in Figure 11,       u   ′     w   ′    ¯    in Figure 12, and turbulence kinetic energy k in Figure 13. Figure 7, Figure 8, Figure 9, Figure 10, Figure 11, Figure 12 and Figure 13 shows the wind tunnel test results on the left and the CFD calculation results on the right. Vx is the longitudinal velocity (m/s) and V0 is the ship speed (m/s).       u   ′     u   ′    ¯   ,       v   ′     v   ′    ¯   ,       w   ′     w   ′    ¯   , and       u   ′     w   ′    ¯    are the Reynolds stresses of u, v, w, and uw.       u   ′     u   ′    ¯   ,       v   ′     v   ′    ¯   ,       w   ′     w   ′    ¯   ,       u   ′     w   ′    ¯   , and k are nondimensionalized at V02. The crossflow velocity magnitude is defined as follows:


    V   c f   =    V   y   2   +   V   z   2     



(1)







The distribution of crossflow velocity magnitude is a valuable tool for assessing the intensity of longitudinal vortices and identifying their core locations.



As depicted in Figure 7, the Vx/V0 closely aligns between CFD and EFD when contour levels are from 0.5 to 0.9 for both the k-omega SST and RSM-LPST models. Notably, for the k-omega SST, the stern longitudinal vortex area circled by 0.3 and 0.4 lines is smaller than that of the experimental results. Conversely, the RSM-LPST demonstrates a superior correspondence with the 0.3 and 0.4 lines, an observation also noted by Matsuda et al. [3], with a similar trend observed for     V   c f    ,       u   ′     u   ′    ¯   ,       v   ′     v   ′    ¯   ,       w   ′     w   ′    ¯   ,       u   ′     v   ′    ¯   ,       v   ′     w   ′    ¯   ,       u   ′     w   ′    ¯   , and k.



A comparison is presented for a line 0.5R vertically up from the shaft center height for a more detailed comparison between the CFD results of velocity and Reynolds stress distributions and the experimental data. Figure 14 shows the definition and a schematic view of Y (mm). Figure 15, Figure 16, Figure 17 and Figure 18 show the cut line distributions of Vx/V0 and the crossflow velocity,       u   ′     u   ′    ¯   ,       v   ′     v   ′    ¯   ,       w   ′     w   ′    ¯   ,       u   ′     v   ′    ¯   ,       v   ′     w   ′    ¯   ,       u   ′     w   ′    ¯   , and k.



As shown in Figure 15, Figure 16, Figure 17 and Figure 18, the RSM-LPST is closer to EFD from Y = 0 to 75 mm. The peak magnitude and location of the RSM-LPST closely resembles the EFD values for the k-omega SST in terms of       u   ′     u   ′    ¯   ,       v   ′     v   ′    ¯   ,       w   ′     w   ′    ¯   ,       u   ′     w   ′    ¯   , and k. On the other hand, the range above Y = 75 mm is almost the same for both turbulence models.



The results of CFD computations on the 3 m model indicate that the RSM-LPST tends to exhibit closer agreement with the experimental results compared to the k-omega SST. This confirms the efficacy of the RSM-LPST in achieving more accurate predictions.





3. Full-Scale Calculation of Ship Flow Considering Hull Surface Roughness


To assess the accuracy of predicting wake flow distribution at full-scale Reynolds numbers using the RSM, CFD computations were conducted for the same vessel as in the previous section, the Ryuko-maru. The measured data of the full-scale wake flow distribution for the Ryuko-maru are publicly available in Ogiwara [17], enabling a direct comparison with the calculated results. The calculations were performed using the RSM–LPS, incorporating a wall function to account for hull surface roughness. Extensive research on roughness functions, particularly for sand roughness, supports using this method owing to its high estimation accuracy, as highlighted by Ohashi [9]. Consistent with Ohashi’s findings, CFD simulations were performed under towing conditions, given the negligible impact of propeller suction in this scenario. Although only the roughness of the hull is considered here, the propeller in high-roughness conditions will affect the resistance as well as the power required.



3.1. Roughness Function


Surface friction increases in the presence of surface roughness compared to a smooth surface. This effect is evidenced by a reduced mean velocity distribution within the turbulent boundary layer, a phenomenon quantified by the roughness function   Δ   U   +    . The dimensionless velocity distribution within the logarithmic law domain of a rough surface is expressed by Equation (2) proposed by Cebeci and Bradshaw [18]:


    U   +   =   1   κ     ln  ⁡      y   +     + B − Δ   U   +      



(2)




where   κ   is the von Karman constant,     y   +     is the nondimensional normal distance from the boundary, B is the smooth wall log–law intercept, and   Δ   U   +     is the roughness function. The roughness function varies with the roughness characteristics and is determined as a function of the roughness Reynolds number     k   +    , as in Equation (3), used in Star-CCM+ [19]. The definition of     k   +     is shown in Equation (4).


  Δ   U   +   =       0 ,     k   +   ≤   k   s m o o t h   +           1   κ     ln  ⁡        C   1         k   +   −   k   s m o o t h   +       k   R o u g h   +   −   k   s m o o t h   +       +   C   2     k   +       α     ,   k   s m o o t h   +   <   k   +   <   k   R o u g h   +           1   κ     ln  ⁡      C   1   +   C   2     k   +       ,     k   +   >   k   R o u g h   +          



(3)




where:



  α = s i n     π   2     l o g ⁡ (   k   +   /   k   s m o o t h   +   )   l o g ⁡     k   R o u g h   +   /   k   s m o o t h   +          .


    k   +   =     u   τ     k   s     ν    



(4)




where     u   τ     is the friction velocity,     k   s     is the characteristic roughness length scale, and   ν   is the kinematic viscosity. As shown in Table 6, various coefficients have been proposed with     k   s m o o t h   +    ,     k   R o u g h   +    ,     C   1    , and     C   2     as parameters. Yigit Karmel Demirel et al. (2014) [20] and Soonseok Song et al. [21] used the same parameters as the default parameter of Star-ccm+. Yigit et al. (2017) [22] calibrated their coefficients to align with the experimental findings of Schultz et al. [23] Andrea Farkas et al. [24] and Henrik Mikkelsen et al. [25] also used the same parameters. Roberto et al. [26] juxtaposed the parameters of White et al. [27] and Grigson [28], as illustrated in Figure 19. In our investigation, we adopted the values from Yigit et al. (2017) and fine-tuned them to accommodate the lower     k   +     range.




3.2. Condition of Full-Scale CFD


The conditions for conducting full-scale CFD calculations are shown in Table 7, mirroring those employed in the full-scale experiment conducted by Namimatsu et al. [12]. The calculation methodology remained consistent with that outlined in Section 2.



The resulting computations were juxtaposed with the results of the pitot tube measurements of wake flow at the full scale. The turbulence models employed encompassed the k-omega SST and the RSM-LPS.




3.3. Results of CFD Calculation


Initially, smooth conditions and full-scale verifications were conducted. Table 8 presents the grid count and grid refinement ratio     r   i    . Table 8 shows the calculated resistance results. Verification analyses are detailed in Table 9 and Table 10.



As indicated in Table 10, the     U   S N     was approximately 1.5% smaller for the RSM-LPS than for the k-omega SST. However, the difference in     U   S N     is negligible for both cases. Consequently, the medium grid was selected for this calculation.



Surface roughness was varied from 29 to 150 μm under smooth surface conditions, and the corresponding current distribution was compared to determine the surface roughness that closely approximated the   Δ   C   F     predicted by the ITTC 1990 equation (Equation (5)). Additionally, Figure 20 displays graphs depicting   Δ   C   F     on the horizontal axis and   k s   (μm) on the vertical axis.


  Δ   C   F   ×   10   − 3   = 44         k s     L   p p           1   3     − 10   R n   −   1   3       + 0.125  



(5)




where   k s   is the roughness of the surface (μm),     L   p p     is the perpendicular length (m), and   R n   is the Reynolds number.



As depicted in Figure 20, although both the k-omega SST and the RSM-LPS exhibit a similar trend for   Δ   C   F    ,   k s   is larger for the k-omega SST. Specifically, according to the ITTC 1990 equation,   Δ   C   F     = 0.153 × 10−3 corresponds to   k s   = 40 μm for the k-omega SST and   k s   = 37 μm for the RSM-LPS.



Figure 21, Figure 22 and Figure 23 compare the experimental results and the CFD-estimated wake distribution. Figure 21 displays the calculation results under smooth conditions, while Figure 22 shows the calculation results for   k s   = 150 (μm). Figure 23 depicts the results for   Δ   C   F     = 0.153 × 10−3. Here, the Vx/V0 contour is juxtaposed with the results of the full-scale measurements (indicated by the black line).



A notable difference emerges after comparing the calculation results on smooth surfaces, as illustrated in Figure 21. Specifically, the k-omega SST has a thin wake flow at lines above 0.3 compared to the experimental results. The RSM-LPS demonstrates closer agreement between the CFD calculation results and the experimental findings, particularly between the 0.2 and 0.4 lines. Also, the LPS shows a bulge of the boundary layer near the center of the shaft. Above the propeller center, the results from the full-scale ship tests exhibit a wave-shaped pattern, which is not replicated by the trend observed in both CFD calculations. In Figure 22, setting   k s   to 150 μm resulted in the   Δ   C   F     of the k-omega SST exceeding twice the ITTC recommendation at the full-scale Reynolds number. However, the wake flow distribution showed good agreement. The LPS estimated the wake flow to be thicker than that of the experimental results. As shown in Figure 23, using   Δ   C   F     of the ITTC recommendation to account for surface roughness, the LPS results show nearly the same wake distribution (0.4–0.6 lines) near the hull surface. The k-omega SST showed a thinner wake distribution (0.4–0.6 lines) near the hull compared to the experimental results. However, above the propeller center, the k-omega SST showed better agreement. These results show that the RSM-LPS has an advantage over the k-omega SST in terms of separation phenomena and is able to estimate the viscous resistance and the wake distribution of the full-sized vessel with high accuracy.





4. Conclusions


In this study, CFD calculations of the Ryuko-maru employing the RSM were conducted to enhance the accuracy of wake distribution estimation. The CFD calculation results at the model scale were juxtaposed with the Reynolds stress distribution measured in wind tunnel tests. Additionally, the CFD calculation results accounting for full-scale roughness effects were compared with those of full-scale wake flow measurements. These findings are summarized as follows.



	
The CFD calculations at the model scale revealed that the RSM–LPST exhibited slightly higher accuracy in predicting the wake flow around the stern longitudinal vortex compared to the k-omega SST.



	
Full-scale calculations under smooth conditions demonstrated that the k-omega SST exhibited higher velocities than the measured values with almost no hook shape.



	
Setting   k s   to 150 μm resulted in the   Δ   C   F     of the k-omega SST exceeding twice the ITTC recommendation at the full-scale Reynolds number. However, the wake flow distribution showed good agreement.



	
When   k s   was adjusted to match the   Δ   C   F     of the ITTC recommendation, the wake flow near the hull surface displayed good agreement with the RSM-LPS. However, above the propeller center, the k-omega SST showed better agreement.



	
The RSM-LPS has an advantage over the k-omega SST in terms of separation phenomena at the full scale and is able to estimate the viscous resistance and the wake distribution of the full-sized vessel with high accuracy.






Based on the findings outlined above and considering computational costs, it is advisable to utilize the RSM–LPS or the LPST to achieve highly accurate predictions close to the hull in full-scale ships. For a more comprehensive validation of the calculation accuracy of the stern longitudinal vortex, it is imperative to acquire measurement results of the full-scale wake distribution close to the propeller.
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Figure 1. 3D model of Ryuko-maru. 






Figure 1. 3D model of Ryuko-maru.
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Figure 2. Volume grid of whole area. 






Figure 2. Volume grid of whole area.



[image: Jmse 12 00783 g002]







[image: Jmse 12 00783 g003] 





Figure 3. Surface grid of 3 m model of Ryuko-maru. 
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Figure 4. Volume grid around hull of 3 m model. 






Figure 4. Volume grid around hull of 3 m model.
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Figure 5. Volume grid of 3 m model in propeller plane. 
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Figure 6. Crossflow distribution of SPIV (left) and CFD (right) at 110 mm from A.P. 
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Figure 7. Comparison of contour line of Vx/V0 ((left): k-omega SST; (right): RSM-LPST). 
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Figure 8. Comparison of contour line of     V   c f    /V0 ((left): k-omega SST; (right): RSM-LPST). 
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Figure 9. Comparison of contour line of       u   ′     u   ′    ¯    ((left): k-omega SST; (right): RSM-LPST). 
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Figure 10. Comparison of contour line of       v   ′     v   ′    ¯    ((left): k-omega SST; (right): RSM-LPST). 
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Figure 11. Comparison of contour line of       w   ′     w   ′    ¯    ((left): k-omega SST; (right): RSM-LPST). 
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Figure 12. Comparison of contour line of       u   ′     w   ′    ¯    ((left): k-omega SST; (right): LPST). 
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Figure 13. Comparison of contour line of k ((left): k-omega SST; (right): RSM-LPST). 
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Figure 14. Schematic view of cut line. 
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Figure 15. Velocity distribution along horizontal line above propeller shaft ((left): Vx/V0; (right):     V   c f    ). 
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Figure 16. Reynolds stress distribution along horizontal line above propeller shaft ((left):       u   ′     u   ′    ¯   ; (right):       v   ′     v   ′    ¯   ). 
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Figure 17. Reynolds stress distribution along horizontal line above propeller shaft ((left):       w   ′     w   ′    ¯   ; (right):       u   ′     w   ′    ¯   ). 
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Figure 18. k distribution along horizontal line above propeller shaft. 
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Figure 19. Comparison of roughness function models ([19,22,26,27,28]). 
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Figure 20. Result of CFD calculation. 
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Figure 21. Comparison of results of wake distribution at full scale under smooth conditions ((left): k-omega SST; (right): RSM-LPS). 
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Figure 22. Comparison of results of wake distribution at full scale under rough conditions ((left): k-omega SST (  k s   = 150 μm); (right): RSM-LPS (  k s   = 150 μm)). 
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Figure 23. Comparison of results of wake distribution at full scale under rough conditions ((left): k-omega SST (  k s   = 40 μm); (right): RSM-LPS (  k s   = 37 μm)). 
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Table 1. Principle dimensions of Ryuko-maru.






Table 1. Principle dimensions of Ryuko-maru.





	
Model/Ship

	
Ship

	
Model






	
Lpp (m)

	
300.00

	
3.000




	
B (m)

	
50.00

	
0.500




	
D (m)

	
25.00

	
0.250




	
d (m)

	
18.86

	
0.189




	
Dp (m)

	
9.20

	
0.092




	
α

	
-

	
100.00




	
Cb

	
0.83











 





Table 2. Computational conditions of 3 m model.






Table 2. Computational conditions of 3 m model.





	Vm (m/s)
	20.0



	ρ (kg/m3)
	1.146



	ν × 10−5 (m2/s)
	1.6509



	Rn × 106
	3.63










 





Table 3. Results of grid refinement ratio     r   i     of 3 m model.






Table 3. Results of grid refinement ratio     r   i     of 3 m model.










	Fine
	NC1
	22,101,990



	Midium
	NC3
	8,006,215



	Coarse
	NC4
	2,933,781



	
	Ri
	1.400



	
	Ri,21
	1.403



	
	Ri,32
	1.397










 





Table 4. Results of CFD calculation of 3 m model.






Table 4. Results of CFD calculation of 3 m model.





	
No.

	
Turbulance Model

	
Grid

	
Fall (N)

	
Fvis (N)

	
CT × 103

	
Cf × 103






	
1

	
k-ω SST

	
Coarse

	
2.00

	
1.60

	
3.783

	
3.012




	
2

	
Midium

	
2.07

	
1.61

	
3.900

	
3.048




	
3

	
Fine

	
2.01

	
1.60

	
3.796

	
3.012




	
4

	
LPST

	
Coarse

	
2.17

	
1.74

	
4.091

	
3.289




	
5

	
Midium

	
2.26

	
1.81

	
4.275

	
3.409




	
6

	
Fine

	
2.18

	
1.74

	
4.108

	
3.285











 





Table 5. Results of verification of 3 m model.
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	      ε   21      
	      ε   32      
	    R    
	      ε   i , 32          /   ε   i , 21      
	      U   i      
	     U   S N      (%CTfine)





	k-ω SST
	0.1035
	−0.1172
	−0.8832
	−1.1323
	0.059
	1.54%



	LPS
	0.1662
	−0.1835
	−0.9058
	−1.1040
	0.092
	2.23%










 





Table 6. Table of the coefficients of roughness function.






Table 6. Table of the coefficients of roughness function.












	
	C1
	C2
	k+smooth
	k+rough





	STAR-CCM+ [19]

Yigit Kemal Demirel (2014) [20]

Soonseok Song (2021) [21]
	0.000
	0.253
	2.25
	90.00



	Yigit Kemal Demirel (2017) [22]

Andrea Farkas (2019) [24]

Henrik Mikkelsen (2020) [25]
	0.000
	0.260
	3.00
	15.00



	Roberto Ravenna (2022) [26]
	−3.000
	0.490
	3.00
	25.00



	White (2006) [27]
	1.000
	0.300
	
	



	Grigson (1992) [28]
	1.000
	1.000
	
	










 





Table 7. A list of the calculation condition of the objective ships.
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	Lpp (m)
	300



	B (m)
	50



	d (m)
	18.86



	  ∇   (m3)
	233,554



	S (m2)
	23,116



	ρ (kg/m3)
	1027.3



	V (m/s)
	8.334



	ν × 10−5 (m2/s)
	0.098608



	Rn × 109
	2.54










 





Table 8. Results of grid refinement ratio     r   i     at full scale.






Table 8. Results of grid refinement ratio     r   i     at full scale.










	Fine
	NC1
	38,523,207



	Midium
	NC2
	15,457,974



	Coarse
	NC3
	6,315,456



	
	Ri
	1.352



	
	Ri,21
	1.356



	
	Ri,32
	1.348










 





Table 9. Results of CFD calculation at full scale.






Table 9. Results of CFD calculation at full scale.





	
Turbulance Model

	
Grid

	
Fall (N)

	
Fvis (N)

	
CT × 103

	
Cf × 103






	
k-ω SST

	
Coarse

	
1,414,782

	
1,140,107

	
1.716

	
1.383




	
Midium

	
1,413,533

	
1,140,192

	
1.714

	
1.383




	
Fine

	
1,406,526

	
1,140,616

	
1.706

	
1.383




	
LPS

	
Coarse

	
1,501,705

	
1,194,031

	
1.821

	
1.448




	
Midium

	
1,501,398

	
1,193,697

	
1.821

	
1.447




	
Fine

	
1,507,254

	
1,193,783

	
1.828

	
1.448











 





Table 10. Results of verification of full scale.






Table 10. Results of verification of full scale.












	
	δi
	δfine (%(1 + K)fine)
	      U   i      
	     U   S N      (%(1 + K)fine)





	k-ω SST
	0.0103
	0.83%
	0.0309
	1.81%



	LPS
	-
	-
	0.0036
	0.28%
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