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Abstract: Biochar is a biomaterial obtained by pyrolysis with high porosity and high specific surface
area (SSA), which is widely used in several fields. The yield of biochar has an important effect on
production cost and utilization efficiency, while SSA plays a key role in adsorption, catalysis, and
pollutant removal. The preparation of biochar materials with better SSA is currently one of the
frontiers in this research field. However, traditional methods are time consuming and laborious,
so this paper developed a machine learning model to predict and study the properties of biochar
efficiently for engineering through cross-validation and hyper parameter tuning. This paper used
622 data samples to predict the yield and SSA of biochar and selected eXtreme Gradient Boosting
(XGBoost) as the model due to its excellent performance in terms of performance (yield correlation
coefficient R2 = 0.79 and SSA correlation coefficient R2 = 0.92) and analyzed it using Shapley Additive
Explanation. Using the Pearson correlation coefficient matrix revealed the correlations between the
input parameters and the biochar yield and SSA. Results showed the important features affecting
biochar yield were temperature and biomass feedstock, while the important features affecting SSA
were ash and retention time. The XGBoost model developed provides new application scenarios
and ideas for predicting biochar yield and SSA in response to the characteristic input parameters
of biochar.

Keywords: biomass pyrolysis; integrated learning; model prediction; pyrolysis product

1. Introduction

In the face of the dual pressures of growing energy demand and environmental
pollution caused by fossil fuels on a global scale, biomass has attracted much attention
as one of the most abundant and promising renewable materials [1]. The annual global
biomass production is about 101.1 billion tons [2]. However, most of the biomass resources
exist in the form of waste, such as agricultural straw [3] and building materials’ wood
chips [4]. The treatment of these biomass wastes is often time consuming and laborious,
which not only increases energy consumption but also pollutes the environment again by
improper treatment. How to utilize these biomass resources effectively is an important topic
that scientists worldwide have been trying to study [5]. At present, the idea of using these
biomass wastes to prepare biochar is one of the most effective means to solve this problem.
In recent years, biochar has attracted much attention from many researchers because of its
important use and economic value [6]. Biochar prepared from waste biomass resources has
been used in a number of fields because of its important use and economic value. Biochar
can be used as a soil conditioner to improve soil structure and texture [7]; it can also be
used in water treatment [8] because it is capable of adsorbing organic matter [9], heavy
metals [10], and other pollutants in water and reducing the concentration of pollutants in

C 2024, 10, 10. https://doi.org/10.3390/c10010010 https://www.mdpi.com/journal/carbon

https://doi.org/10.3390/c10010010
https://doi.org/10.3390/c10010010
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/carbon
https://www.mdpi.com
https://orcid.org/0000-0001-8207-9151
https://doi.org/10.3390/c10010010
https://www.mdpi.com/journal/carbon
https://www.mdpi.com/article/10.3390/c10010010?type=check_update&version=1


C 2024, 10, 10 2 of 20

water. In agriculture, it is more often used as a fertilizer additive to provide the nutrients
needed by plants and to improve the fertility of the soil [11]. In addition, biochar can be
used in a variety of applications such as building materials, ecological restoration, and
climate change mitigation [12].

The application of biochar in various fields depends on the preparation method
and the special microstructures and properties formed during the preparation, such as
specific surface area (SSA) and total pore volume, elemental and proximate composition,
N/O/S functional groups, and the degree of aroma, all of which affect the biochar’s
structure, which is an important influence in determining the biochar’s application [13].
Biochar preparation is a complex, unregulated process of treating organic matter at high
temperatures as a way to produce pyrolysis products [14]. Conversion techniques for
biochar preparation include slow pyrolysis, flash pyrolysis, fast pyrolysis, hydrothermal
carbonization, and other conversion methods, which generally produce chemical reactions
between 300 ◦C and 800 ◦C. Typically, the pyrolysis of biomass exists in several secondary
reactions of cracking, cleavage, polymerization, and depolymerization [15]. The occurrence
of these secondary reactions is closely related to the temperature, reaction time, reaction
atmosphere, and the nature of the biomass feedstock during pyrolysis. To obtain our
target characterized biochar, a large number of preliminary experimental explorations are
required, which is not conducive to obtaining a large number of specific microstructures
of biochar quickly. Therefore, this paper introduced machine learning (ML) into biochar
preparation. According to previous studies, Zhu et al. used ML to predict biochar yield and
its carbon composition from lignocellulosic biomass [16]. Cao et al. used cow dung [17].
Saleem et al. used seaweeds [18] combined with neurofuzzy inference system in predicting
biochar yield for prediction applications. The optimization of biomass material selection
and pyrolysis condition process are the two basic methods to obtain biochar (e.g., SSA and
yield) with our target characteristics. Based on this, many studies have been conducted to
investigate the effects of biomass raw material, pyrolysis conditions, and pretreatment of
biomass on the SSA of biochar. Through the application of ML algorithms, a large amount
of data on the nature of pyrolysis products and preparation conditions can be analyzed
and modeled to reveal that biochar preparation can be controlled. Understanding and
controlling these stimulated responses is important to optimize pyrolysis, improve product
quality, and regulate reaction conditions [19].

ML algorithms in artificial intelligence can create links for input and output variables
and explain the linkage between the two at the bottom. ML algorithms are a class of
algorithms used to learn patterns and regularities from data and make predictions and
decisions [20]. They automatically learn patterns and associations in data by training on
substantial amounts of input data to generate models that can predict or classify new data.
Moreover, integrated learning algorithms build on this by combining multiple base learners
to obtain more accurate and robust predictions [21].

Despite numerous modeling of pyrolysis through ML for yield and SSA prediction in
previous studies, yield and SSA prediction during biochar preparation through integrated
ML algorithms has rarely been reported. Integrated ML algorithms can improve prediction
accuracy while reducing the risk of overfitting and enhancing the robustness of the algo-
rithms by combining the prediction capabilities of multiple models [22]. It is particularly
suitable for dealing with complex tasks and situations with high data noise. Srungavarapu
et al. applied integrated learning to predict the water quality of wastewater treatment
plant effluent [23], and Tsai et al. optimized the chemical reaction rate [24]. Traditional
data-driven modeling and multivariate linear analysis can be a time-consuming, energy-
intensive process. In this paper, five integrated learning algorithms were used, namely,
RandomForest, eXtreme Gradient Boosting (XGBoost), Adaptive Boosting (AdaBoost), Gra-
dient Boosting Decision Tree (GBDT), and Light Gradient Boosting Machine (LightGBM),
with biochar elemental composition, industrial analysis, and pyrolysis conditions as input
parameters to develop a powerful ML model with better accuracy for the guided pyrolysis
of biochar from the inputs to study the effect of input parameters on biochar yield and SSA.
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What is more important is to compare the above integrated learning algorithms and select
a model with more accurate prediction and better generalization ability to conduct better
guided experiments on the functionalization of biochar.

2. Materials and Methods
2.1. Dataset Collection

In this paper, previous research literature were collected by entering keywords such as
“biochar” and “pyrolysis” in literature search engines, such as Scopus and Google Scholar.
To realize the ML model prediction of biomass char yield and SSA, 622 datasets were
collected from the literature survey. The datasets were obtained by collecting relevant data
from the literature by using the biomass properties and pyrolysis conditions as variables
and descriptors, and the SSA and total void volume of biochar as output variables. In the
literature, our main focus was on analyzing the proximate and elemental composition of
the biomass feedstock. Specifically, the composition was examined in terms of dry basis
for volatile matter (VM), ash (Ash), fixed carbon (FC), and the summed percentage of
carbon, hydrogen, nitrogen, and oxygen (C-H-N-O) that adds up to 100. Additionally,
the pyrolysis conditions of biochar, including pyrolysis temperature (T), retention time
(RT), and pyrolysis rate (HR), were investigated. When collecting data, nonuniformity
was encountered in the units used. To address this, the units for the 10 characteristic
parameters were standardized as follows: VM, Ash, FC, and C-H-N-O are expressed as
mass shares (%), while T, RT, and HR are measured in degrees Celsius (◦C), minutes
(min), and degrees Celsius per minute (◦C/min), respectively. For the dataset used, the
content of S in the biomass was not considered an input for the ML prediction because the
content of S compared with the other elements was very low (negligible) or not provided
in the collected data. Proximate analyses were harmonized based on a dry basis, whereas
elemental compositions were harmonized based on ashless and dry bases, and O was
calculated from the difference.

O = 100 − C-H-N-S (if available), (1)

Ash + FC + VM = 100 (2)

2.2. Dataset Preprocessing

In the dataset, the feature data with less than 70% of feature collection were removed
and find and data removal. For missing values in the collected data, five ways of filling
missing values (polynomial filling, 0-value filling, median filling, mean filling, and linear
filling) were conducted, and linear filling by empirical comparison was used [25]. The
literature was searched for 622 data on biochar, including biomass feedstocks such as
macroalgae, rice husk, corn stover bark, sewage sludge, bamboo chips, corn stover, bagasse,
swine manure, pine chips, digestate, soybean oil cake, municipal biosolid waste, yak
manure, walnut shells, rice straw, coconut shells, palm kernel shells, and food waste
digestate, and four major items were collected, namely, elemental composition (C, H, O,
and N content), proximate composition (ash, FC, and volatiles), and pyrolysis conditions
(pyrolysis temperature, heating rate, and RT), where the SSA and yield of biochar were also
collected. Table 1 shows the specific distribution of each characteristic in the dataset:

Table 1. Statistical analysis of all features involved in machine learning models for yield and specific
surface area.

C H O N VM Ash FC T RT HR Yield-Char SSA-Char

count 593 593 593 577 521 597 506 622 622 617 474 348
mean 48.44 6.41 1.92 40.93 76.33 7.75 21.55 476.22 69.23 19.95 38.97 80.15

std 9.84 1.37 3.98 9.17 9.01 7.72 58.13 147.25 70.65 38.75 14.75 112.08
min 4.80 3.42 0 0.87 27.62 0.16 3.37 30 1 1 9.17 0.02



C 2024, 10, 10 4 of 20

Table 1. Cont.

C H O N VM Ash FC T RT HR Yield-Char SSA-Char

25% 43.92 5.81 0.49 39.37 72.95 2.42 11.25 356.25 30 10 28.52 4.97
50% 47.75 6.19 1.07 42.54 77.75 6.04 16.49 500 60 10 35.77 25.63
75% 51.01 6.70 1.89 45.51 82.38 9.86 20.09 600 60 18 47.04 98.33
max 87.62 13.67 40.41 63.34 94.16 45.54 600 900 480 300 93.50 525.86

In this paper, the linear correlation between any two continuous variables and be-
tween the input and target variables is represented by the Pearson correlation coefficient
(PCC) [26], which is given by the following Formula (3):

r = ∑n
i=1(xi − x)∑n

i=1(yi − y)√
∑n

i=1(xi − x)2
√

∑n
i=1(yi − y)2

, (3)

where x and y denote the mean values of x and y (input and target variables), respectively.
In addition, the PCC obeys a t distribution with degrees of freedom (n − 2), and the
significance level test [27] can be found by the following Equation (4):

t =
r
√
(n − 2)√
1 − r2

, (4)

2.3. Standardization of Datasets

In the provided sample data, different evaluation indicators (i.e., features in the
eigenvectors) commonly have varying scales and units of measurement. This discrepancy
can affect the results of data analysis. To mitigate the influence of these scale differences,
the sample data need to be standardized. The goal is to address variations and enable
comparability between the different data indicators. Normalization is carried out to ensure
that the data for each indicator are brought to the same order of magnitude. The purpose
of normalization is to confine the preprocessed data within a specific range of values,
such as [0,1] or [−1, 1]. This approach helps mitigate any detrimental effect caused by
outliers or extreme values in the sample data. In summary, normalization is performed to
achieve a standardized range for the preprocessed data, ensuring they are comparable and
eliminating any negative effect caused by individual data points.

The dataset contains 10 features with different units, requiring preprocessing for
standardization and normalization to convert dissimilar data norms to the same specifica-
tion [28]. Z-score normalization is based on the fact that after the data (x) is centered by the
mean (µ) and then scaled by the standard deviation (σ), the data obey a normal distribution
with a mean of 0 and variance of 1 (i.e., the standard normal distribution), and from this,
the normalized value of x and x∗ can then be obtained using the following Formula (5):

x∗ =
x − µ

σ
, (5)

The individual preprocessed datasets undergo multiple training iterations using ran-
domly selected subsets for training and testing. In this process, 70% of the total data
points are randomly assigned as the training set, while the remaining 30% is used as the
testset to assess the performance of the developed model. During the training process of
the data, we used grid search to tune the hyperparameters During the training process,
grid search (GridSearchCV) was used to tune the hyperparameters, where the number of
cross-validations was five (cv = 5) to improve the prediction and generalisation ability of
the model [29].

In k-fold cross-validation, the training dataset is divided into k subsets of equal size.
During each iteration of the training, one subset is used as the validation set, while the k−1
remaining subsets are used as the training set. This approach ensures each subset is used as
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validation and training data [30]. For each subset, the model is trained using the training set
and evaluated using the validation set. This process is repeated k times, with each subset
serving as the validation set once. The performance of the model is measured by recording
the accuracy or other evaluation metrics obtained from each iteration. By averaging the
results from the k iterations, a more reliable estimate of the model’s performance is obtained.
This approach facilitates the efficient use of all available data for training and evaluation
and avoids the potential issue of having insufficient data for separate training and testsets,
enabling a more accurate assessment of the model’s performance.

2.4. Machine Learning Models

Integration learning [31] is a very popular ML algorithm nowadays, our goal is to learn
a model that is stable and performs better in all aspects, and the integration learning model
combines multiple weak learners to obtain a more comprehensive strong learner to derive
the modeling results, with very good strategies on various sizes of datasets. The main
ideas of integrated learning are Bagging, Boosting, and Stacking. Boosting and Bagging
use the same kind of base learner, so they are generally called homogeneous integration
methods. Stacking is usually based on the integration of multiple different base learners,
so it is called heterogeneous integration method. This paper focuses on homogeneous
integration algorithms, and the RandomForest used here belongs to the Bagging idea,
whereas Adaboost, XGBoost, GBDT and LightGBM belong to the Boosting idea.

2.4.1. RandomForest

RandomForest is a Bagging-based integrated learning model algorithm used to make
predictions by building multiple decision tree models [32]. RandomForest is one of the
widely used algorithms in the field nowadays, and its basic idea is to train each decision
tree randomly with put back in the sample data set to ensure each decision tree has a certain
degree of variability. Within the decision tree, the nodes are divided by randomly selecting
features themselves as candidate dividing features, thus reducing correlation [33]. The
Random Forest regression algorithm can improve the stability and generalization of the
model by integrating the prediction results from multiple decision trees [34]. Moreover,
the risk of overfitting the model can be reduced by random sampling and random feature
selection. This approach improves the performance and flexibility of the RandomForest
regression algorithm in handling regression problems.

2.4.2. Adaboost

The Adaboost algorithm is an integrated learning method that utilizes Boosting. Its
basic concept is to obtain the final regression result by weighted averaging the predictions
of multiple weak regression models [35]. Each weak model tries to fit the residuals between
the target variable and the current model prediction in each iteration. The search mechanism
used by the typical Adaboost algorithm is the backtracking method, which does not ensure
the selected weighted ones are the overall best, although a greedy algorithm is used to
obtain the locally best weak classifiers at each iteration during the training of the weak
classifiers. After selecting the weak classifier with the smallest error, the weights of each
sample are updated to increase the weights corresponding to the misclassified samples and
relatively decrease the weights of the correctly classified samples.

2.4.3. XGBoost

XGBoost is a more advanced, flexible, and complex Boosting algorithm compared
with Adaboost [36]. In the XGBoost algorithm, the weights of the weak learner are trained
by optimizing the anytime function by using the gradient and the second-order derivatives
to adjust the weights of the model [37]. The customized loss function used in the algorithm
is optimized by means of gradient boosting in each round of get band [38]. Moreover,
XGBoost introduces regularization strategies and feature selection techniques to improve
the generalization ability of the model and prevent overfitting. The base learners supported
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by XGBoost include decision trees and linear models, and only the case of only common
trees is discussed [39]. Based on the tree-based base learner, XGBoost sets its complexity as
the regularization term (6):

Ω( f ) = γT +
λ∥ω∥2

2
, (6)

In the given equation, T represents the number of leaf nodes in the tree f. Vector ω is
formed by the output values of all the leaf nodes. ∥ω∥2 corresponds to the square of the L2
norm (or modulus) of this vector. Additionally, the equation includes hyperparameters γ
and λ.

2.4.4. GBDT

GBDT is a type of integrated learning method, which is an algorithm that makes pre-
dictions by combining multiple decision trees. Gradient Boosting is an iterative algorithm.
Each round fits a new decision tree on the residuals of the previous round. By continuously
reducing the model to the residuals of you and error, a strong prediction model is finally
obtained [34]. The GBDT algorithm differs from other integrated algorithms in that it uses
the idea of Gradient Boosting for modeling, and each decision tree reduces the bias of the
model by fitting the residuals of the prediction of the previous round. In the training of
each decision tree (weak classifier), GBDT considers feature selection. GBDT determines
the importance of features by calculating their gradients and residuals to decide whether
the node should be split. Because the training of GBDT is sequential iteration, it is less
tolerant to noise and outliers; therefore, it is less robust.

2.4.5. LightGBM

Microsoft developed LightGBM, a framework based on the GBDT algorithm. It is an
efficient, distributed gradient boosting framework for solving classification and regression
problems [37]. Compared with Adaboost, XGBoost, and GBDT, it uses histogram-based
algorithms and sparse feature inference, which makes it highly fast and efficient in training
and prediction; it also supports the processing of sparse data and can deal with a large
number of features containing zero values. In conclusion, LightGBM is a powerful, efficient
gradient boosting framework for large-scale datasets and ML tasks that require high
accuracy [39]. Its fast, low memory footprint and customizable features make it widely
used and recognized in practical applications.

2.5. Metrics for Machine Learning Model Evaluation

In this paper, five different ML algorithms were used for the SSA and yield of biochar,
and the biochar data were analyzed in Python. The datasets were randomly assigned as
training and testsets at the ratio of 7:3, and all ML regression models were tuned with
hyperparameters using the grid search method and cv = 5 (the number of cross-validations).
In this study, we evaluate and compare all machine learning algorithms based on their
degree of fit and effectiveness in five integrated models: mean square error (MSE) (7), root
mean square error (RMSE) (8), and correlation coefficient (R2) (9). In different models, each
piece of data in the dataset has an actual value xi and a predicted value yi. The formulas for
the three evaluation model metrics (m denotes the size of the dataset) used are as follows:

MSE =
1
m∑m

i=1(xi − yi)
2, (7)

RMSE =

√
1
m ∑m

i=1(xi − yi)
2, (8)

R2 = 1 − ∑i(yi − xi)
2

∑i(yi − xi)
2 (9)
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In the above three formulas, m denotes the size of the dataset, and yi denotes the
average of the predicted values.

2.6. Feature Importance Analysis for Machine Learning Models

Prediction is machine learning’s strong suit, while model interpretation is its short-
coming. Therefore, the article’s explanation through data analysis is divided into two
main parts: the ordering of importance of data features, and the relationship between
independent and dependent variables.

SHAP (SHapley Additive exPlanation) is a Python “model interpretation” package
that can interpret the output of any machine learning model. Inspired by cooperative
game theory, SHAP builds an additive explanatory model where all features are considered
“contributors” [40]. For each prediction sample, the model produces a prediction value,
and the SHAP value is the value assigned to each feature in the sample. This interpreter
integrates ML models to study the correlation between inputs and outputs. Using the
SHAP values calculated based on game theory, the ML integrated interpreter is utilized
to determine the importance of each feature to the target [41]. The SHAP approach grants
a value for each data point of the input feature to reflect its local importance on the
target feature. It plays a vital role in enhancing model interpretability, explainability, and
credibility and helps better understand and trust the decision making of ML models.

Hence, scatter plots and pie charts depicting feature importance are generate by
ranking the significant features in the model according to their SHAP values. This is
achieved utilizing built-in functions from the SHAP library in Python.

3. Results
3.1. Statistical Analysis of Sample Data

The violin diagram is a commonly used data visualization tool to show the distribution
of data and probability density estimation. The width of the violin plot can reflect the
distribution density of the data; the wider the width, the higher the data density of the
data variable, and vice versa. Box-and-line plots within the violin plot show the median,
quartiles, and outliers of the data, which are statistics that provide the concentration of the
data and the degree of dispersion. Figure 1 shows a violin plot of the distribution of features
of the collected dataset, and all the features are concentrated around the median. Table 1
lists the 12 features considered in this work, their names, median, mean, standard deviation,
and quartiles. In Figure 1, the elemental composition of the biochar (i.e., C, H, O, and N), C
and O are high, with C predominantly between 33% and 62% and O distributed around 25%
to 57%. The level of O content has a substantial effect on the pore structure and chemical
reactivity of the biochar, and biochar with a high oxygen content may result in a lower SSA
and smaller pore volume, which may affect its adsorption capacity, storage capacity, and
mass transfer properties; biochar with high oxygen content may exhibit higher reactivity
in certain chemical reactions. This outcome may influence the effectiveness of biochar
for environmental applications, soil amendment, or as an adsorbent. For the proximate
composition of biochar (volatiles, ash, and FC), the volatiles are concentrated between
65% and 89% and the ash content is generally low, which correlates with the raw material,
pyrolysis conditions, and the way the biochar was prepared. For the pyrolysis conditions
(heating temperature, heating rate, and residence time), all three span a wide range because
of the stochastic nature.
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Figure 1. Distribution of violins in the dataset.

The correlation between features cannot yet be described more clearly through violin
plots, and the PCC measures the degree of linear correlation between two continuous
variables. Figure 2 shows the correlation coefficient has a range of values between −1 and 1.
When p (correlation coefficient) is close to 1, a strong positive correlation exists between the
two variables, that is, when one variable increases, the other increases. When p is close to
−1, a strong negative correlation exists between the two variables, that is, when one variable
increases, the other decreases. In the graph, ash content (p = 0.378) and N yield (p = 0.283)
are positively correlated, which indicates an increase in ash content and N yield increases
biochar production [41–43]. Except for temperature (p = −0.519), which has a negative
correlation, the other characteristics have a slight effect on biochar yield. The SSA of biochar
is one of its key characteristics, the size of the SSA value directly affects its functional utility,
and the adsorption performance, chemical reaction activity, and pore structure of biochar
are all directly related to the SSA characteristic. The figure shows the SSA of biochar has a
positive correlation with temperature (p = 0.351), FC content (p = 0.302), and heating rate
(p = 0.275). Appropriate temperatures can promote the carbonization, volatile molecule
release, and pore structure formation of biochar, thus increasing the SSA. However, an
extremely high temperature may lead to sintering and pore collapse, decreasing the SSA.
Therefore, selecting the appropriate temperature during biochar preparation is critical to
balance the relationship between pore structure development and char stability to obtain
the desired SSA.
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3.2. Model Prediction

For model predictions, this paper starts from the two goals out of the biochar yield
and the SSA of the biochar, for the five integrated ML models selected for prediction at the
same time, their model evaluation indices are recorded, and the ML model that best suits
the desired goal is screened.

3.2.1. Machine Learning Models Predicting Comparative Yield Productions

Table 2 dispalays five models: GBDT, LightGBM, Adaboost, XGBoost and RandomFor-
est. These models are used to predict yield and collect data to calculate MSE (mean square
error), RMSE (root mean square error), and R2 (correlation coefficient) for both the training
and testing datasets. Figure 3 shows the test scatterplot of running the above five integrated
ML models, all of which are ML model evaluation metrics derived from the data after five
cross-validations. Based on the results of previous work on thermal solution modeling
using RandomForest and Artificial Neural Networks, the data after cross-validation can
still be considered to have a high degree of precision and accuracy [16–18]. Table 2 reveals
that on the training dataset, the correlation coefficients of GBDT, LightGBM, and XGBoost
are all 0.99, which all have high fit; on the testset, the best performance is from the XGBoost
model with an R2 of 0.79.
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Table 2. Statistics of three evaluation metrics of five algorithms GBDT, LightGBM, AdaBoost, XGBoost
and RandomForest for predicting biochar production.

Yield-Char (%)

Train Set Test Set

MSE RMSE R2 MSE RMSE R2

GBDT 23.05 4.80 0.99 85.44 9.24 0.75
LightGBM 21.52 4.64 0.99 85.83 9.26 0.75
AdaBoost 24.63 4.96 0.96 96.78 9.84 0.72
XGBoost 22.51 4.75 0.99 70.66 8.41 0.79

RandomForest 15.18 3.90 0.98 61.05 7.81 0.71
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Figure 3 demonstrates the prediction scatter plots of the five models, namely, GBDT,
LightGBM, AdaBoost, XGBoost, and RandomForest. Overall, MSEs of the testset are all
larger than those of the training set. This is due to the fact that the errors in the training set
are smaller than those in the testset.

Moreover, the five scatter plots reveal the XGBoost model in Figure 4 has a more
concentrated scatter among the five algorithms. The model fits the data better, most of
the data points are close to the linear regression line predicted by the model, and the data
points scatter. A large deviation from the predicted line may be due to other factors or
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anomalies, and further processing and adjusting these anomalies only may be necessary.
The XGBoost model prediction in the feature importance histogram is shown in the annex.
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3.2.2. Machine Learning Predicting Comparative Surface Area

Table 3 counts the MSE, RMSE, and R2 of the training and testing datasets for the
five models, namely, GBDT, LightGBM, AdaBoost, XGBoost, and RandomForest, when
comparing the surface area to make predictions. Similarly, all five models are ML model
evaluation metrics derived from five cross-validations of the data. The R2 for the training
set of all five ML models is greater than 0.95, and the XGBoost model has the highest value
of 0.92 in the predicted R2 of the testset, which has the best fit among the five models. This
situation is mainly because the algorithm itself has measures to prevent overfitting and
improve the generalization ability of the model.

Figure 4 demonstrates the predicted scatter plots of the five models, namely, GBDT,
LightGBM, AdaBoost, XGBoost, and RandomForest. The horizontal coordinate is the
predicted value, and the vertical coordinate is the actual value. The five plots present the re-
lationship between the predicted and actual values of the regression models for the specific
surface of biochar. Overall, the regression predictions made by the five algorithms show a
linear trend to varying degrees, with XGBoost having the highest R2 of 0.92. To improve
the capabilities further, controlling the hyperparameters of XGBoost by customizing the
options to tailor the model to the specific problem can also be continued.
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Table 3. Statistics of three evaluation metrics of five algorithms GBDT, LightGBM, AdaBoost, XGBoost
and RandomForest for predicting specific surface area.

SSA-Char (%)

Train Set Test Set

MSE RMSE R2 MSE RMSE R2

GBDT 1043.77 32.31 0.98 3285.73 57.32 0.87
LightGBM 1352.46 36.78 0.96 3534.53 59.45 0.90
AdaBoost 1230.90 35.08 0.97 4320.78 65.73 0.85
XGBoost 1031.07 32.11 0.96 2043.97 45.21 0.92

RandomForest 1071.65 31.90 0.97 2718.36 52.14 0.81

3.3. Machine Learning Models Explained

The model’s characteristic importance plots can depict the input parameters with
the greatest effect on each of biochar yield and SSA but cannot illustrate how the input
parameters affect the target variables. Therefore, this paper uses SHAP dependency plots
to illustrate how the input parameters interact with the biochar yield and SSA. SHAP
provides a game-theoretic framework for disentangling the degree to which each feature
contributes to the model’s predictions.

3.3.1. Explanation of the Yield Prediction Model for Biochar

Figure 5 is a plot of the feature importance analysis of all input parameter features
on biochar yield, (a) a feature density scatter plot, which can be seen as a ranked plot of
feature importance, and (b) a pie chart of feature share, which demonstrates the share of
each feature in the overall dataset. Each row of the feature density scatterplot represents
a feature input variable with the horizontal coordinate as the average absolute value of
SHAP. A large number of points are in each row, one point represents a sample data, and
the color represents the influence on the feature on the SHAP value; the redder the color
indicates the larger value, and the bluer indicates the smaller value of the feature.
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In Figure 5a, each row is sorted according to the SHAP value of the characteristic input
parameters, the temperature was found to be the most influential factor, as indicated by
the majority of sample sizes exhibiting significant levels of red pigmentation and a strong
negative impact. The current research is also generally performed through the adjustment
of the temperature, to control the biochar yield and carbonization degree and quality, and
to satisfy the different conditions in the industrial demand. This point of view is consistent
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with our paper. Moreover, higher temperatures have a larger amount of data and zero
effect on the ash, VM, and FC of biochar. The red part of the SHAP value is greater than the
0 bias, which indicates high temperatures have a negative effect on all three of the biochar,
indicating ash, VM, and FC do not have much effect on the yield of biochar [16,44,45]. Low
temperatures have a positive effect on the yield of biochar. Moreover, the pyrolysis rate
affects the production of biochar yield, while the elemental H content also has a negative
effect, which suggests the biomass feedstock on high H content has a positive effect on the
biochar yield.

The pie chart in Figure 5b shows the highest percentage of pyrolysis temperature
(26.16%), followed by biomass feedstock (10.60%), and H content (10.48%) for all the
characteristics, which also indicates the main factors affecting biochar yield are these
three predominantly. In conclusion, higher pyrolysis temperatures are not favorable to
the improvement of biochar yield and are related to the biomass feedstock because high
temperatures increase the production of ash, volatiles, and FC.

In this paper, the interaction between pyrolysis temperature and other input character-
ization parameters is analyzed using SHAP dependency plots, as shown in Figure 6a–k.
The SHAP dependency plot provides insights into the relative importance of the datasets
by plotting the points of each dataset along the x axis, representing the range of the input
parameters, and the SHAP values along the y axis, representing the effect on the datasets.
The secondary y axis represents the pyrolysis temperature, enabling the identification of
the combined effect of pyrolysis temperature and other input parameters. The SHAP plot
is a widely used scatter plot based on game theory, which helps explain the influence of
individual features on model predictions. Because pyrolysis temperature has the most
significant effect on biochar yield, its interaction with other parameters is specifically ex-
amined. The magnitude of the SHAP value indicates the strength of its effect on biochar
yield. Positive SHAP values suggest a positive contribution to the biochar yield, whereas
negative values indicate a reverse effect on the product results. SHAP dependency plots for
sparse data points may lack precision and should be disregarded. Therefore, meaningful
inferences for all input parameters cannot be obtained solely from SHAP dependency plots.
Figure 6k demonstrates the gradual decrease in biochar yield with increasing age pyrolysis
temperature. Figure 6b,e,h,i show the dependence scatter plots of the relationship between
biochar H, N, C, and O and pyrolysis temperature, where the pyrolysis temperature shows
a negative correlation with the H elemental content because the pyrolysis of biochar is
accelerated at higher temperatures, which leads to an increase in the rate at which decom-
position of the organic matter (including hydrogen-containing compounds) occurs and is
converted into gaseous products; no significant linear or nonlinear relationship is observed
with the N content. For C and O content, the higher the temperature is, the more completely
the carbonization is reflected, and the more C and O content are obtained. Figure 6c,d,j
present the subproducts during the pyrolysis of biochar, in agreement with the analysis of
Figure 5a, which shows temperature has a negative correlation to varying degrees for ash
and FC and a positive correlation for volatiles.

3.3.2. Explanation of the Surface areas Model for Biochar

Figure 7 is a graph of the feature importance analysis of all input parameter features on
the SSA of biochar, (a) is a scatter plot of feature density, which can be seen as a ranking of
feature importance, and (b) is a pie chart of feature percentage, which shows the percentage
of each feature in the overall data set. The feature input parameters with the greatest
influence on the SSA of biochar are ash, pyrolysis rate, biomass feedstock, and FC content.
In the existing studies, ash is mainly composed of minerals, such as metal oxides and
inorganic salts, which are inorganic substances that do not decompose with the pyrolysis
reaction but remain in the biochar. Ash contributes to reducing the specific surface area of
biochar by blocking voids and covering its surface. In Figure 7a, most of the red dots in the
row of ash are densely distributed to the left of the 0 axis, which has a negative correlation
effect on the SSA of the biochar, which is in line with many studies. Different biomass



C 2024, 10, 10 14 of 20

feedstocks have diverse organizational structures, moisture contents, fiber structures, and
particle sizes as well as different suitable pyrolysis conditions. In Figure 5a, the distribution
of the red portion of the biomass feedstock is more dispersed, and the enriched portion is
near the right side of the 0 axis, which can indicate the importance of the effect of the raw
material of biochar on the SSA. Figure 7b shows the pie chart of the importance of all input
features, which corresponds to Figure 7a.
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content, Retention Time (RT), Heating Rate (HR), C content, O content, Fixed Carbon content (FC),
and Pyrolysis Temperature (T).).
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Figure 8a–k show the interaction SHAP dependency plot of ash content with other
input feature parameters considered in this paper. Ash, as the first place of feature impor-
tance, is represented by the sub y axis, which helps identify the combined effect of ash
and other input parameters. Ash has no significant linear relationship with RT, biomass
feedstock, and FC content in Figure 8a–c. The distribution of biomass feedstock is dispersed
because different materials have dissimilar elemental content, fiber structure, and moisture
content and do not show a linear relationship. Similarly, in Figure 8c, the FC content in
general shows a negative correlation with the ash content, which is probably because the
moisture content, calorific value, and other parties are not considered. Figure 8d shows
the higher the SHAP value of the will be divided into instead of the N element content
is smaller; this relationship has been a common phenomenon in many studies. Figure 8e
shows the relationship between pyrolysis temperature and ash content; the higher the
pyrolysis temperature is, the higher the ash content, and the pyrolysis temperature ac-
celerates the completion of the thermal onset conditions; thus, this phenomenon follows
the generalized studies. The characteristic input terms in Figure 8f–j do not show a linear
relationship with ash exhibited in the graph. Figure 8k shows the SSA decreases with
increasing ash content because ash consists mainly of inorganic substances such as minerals
and inorganic salts, which are not characterized by high SSA. When the inorganic matter
in biochar increases, it occupies more space and reduces the available surface area of the
carbonaceous material.

3.4. Compare with Previous Work

Table 4 shows that for the prediction of biochar yield the correlation coefficient (R2)
is small in comparison to other studies, however the data set we have collected is larger
than the data collected in the above literature; for the prediction of specific surface area
it can be seen that our predictions have a small increase in correlation coefficient (R2) in
comparison. The above-mentioned studies have shown that the size of the data set can
have an impact on our predictions to a certain extent when machine learning is used for
the prediction. In comparison with other integrated learning algorithms, it can be seen that
XGBoost is a powerful algorithmic tool in its own right with very strong performance and
is more suitable for the study of such problems. Based on this, according to our study, we
have the following conclusions: the data set can have an impact on the final prediction
results; XGBoost outperforms other algorithms in the integrated learning methods.
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Table 4. Comparison of model predictions of biochar yield and specific surface area.

Model Method Performance Prediction Data Volume Model Performance Ref.

XGBoost Biochar yield 94 R2 = 0.96
[46]

Dense neural network Bio-oil yield 96 R2 = 0.96

XGBoost Biochar yield 91 R2 = 0.75 [38]

Ramdomforest Biochar yield 245 R2 = 0.85 [16]

Ramdomforest SSA 169 R2 = 0.84
[47]

GBR SSA 169 R2 = 0.9

XGBoost Biochar yield 622 R2 = 0.79
This study

XGBoost SSA 622 R2 = 0.92

4. Discussion

In this article, the XGBoost algorithm has the most excellent prediction performance,
both in terms of biochar yield and specific surface area. The results in this paper are
compared with the previous results and the performance of XGBoost algorithm is excellent
for different scenarios, such as predicting the adsorption of gases based on molecular
structure and molecular specificity parameter, which also reflects the versatile applicability
of XGBoost algorithm. Of course, the XGBoost algorithm used in this article has limitations.
For example, the data remembers that the size of the algorithm has a huge impact on the
algorithm’s prediction performance, and at the same time in the use of scenarios harmed by
the Tao of incomplete data features, so that experiments can be carried out using a variety
of features in different combinations. A comprehensive database of biochar-related data
is needed to allow researchers to conduct in-depth studies using the current information
available. This database should include data on the properties and uses of biochar.

In biochar-related research, the application of machine learning algorithms is an
efficient way to enhance research capabilities. High-performance algorithms, such as
support vector machines, neural networks, and others, can be utilized in various datasets
and problem domains, providing valuable insights and discoveries for the development of
biochar research. These algorithms can uncover new patterns and relationships, leading to
a deeper understanding of biochar properties.

5. Conclusions

In this paper, the biochar yield with SSA was predicted based on five integrated ML
algorithm models, namely, GBDT, LightGBM, AdaBoost, XGBoost, and RandomForest, by
utilizing inputs of pyrolysis conditions, elemental composition, and final approximation
of analytical data features. The hyperparameter tuning of each model was carried out
using grid search, and the R2 of the training and testsets for predicting biochar yield
using the XGBoost model were 0.99 and 0.79, respectively, with a large percentage of
feature importance of pyrolysis temperature, biomass feedstock, and H content among
the input features; the R2 of the training and testsets for predicting the SSA of biochar
were 0.96 and 0.92, respectively, with the input features of Ash, biomass feedstock, and
H content have a large proportion of feature importance. Examining the importance and
SHAP dependency plots discovered notable interactions between the input features and
biochar yield. Furthermore, as the amount of data used in the model increased, the model’s
robustness improved. To expand on the current study, delving deeper into qualitative
aspects such as proximate analysis and the composition of biochar would be beneficial.
These factors could provide valuable insights into the optimization of biochar preparation.

There are still some deficiencies in this paper: more complex machine learning algo-
rithms such as neural networks are not used to further improve the performance of the
model, and no comparison of machine learning performance with different input feature
parameters has been made to see if fewer features can predict. Overall, this paper high-
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lights the significance of input feature interactions and suggests further work is required to
understand the optimization of biochar preparation fully.
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