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Abstract: The erosion of the accelerating chamber walls is one of the main factors limiting the
operational life of Hall effect thrusters (HETs), and it is mainly related to the sputtering of ceramic
walls due to the impacting energetic ion particles. The erosion phenomenon is investigated by means
of a numerical model that couples the plasma model HYPICFLU2, used for evaluating the local
distributions of ion energies and incidence angles, and a sputtering model specific for the xenon—
Borosil pair, which is the most used in HETs application. The sputtering yield model is based on the
measurements by Ranjan et al. that are improved with a linear factor to include wall temperature
effect, recently studied by Parida et al. The experimental eroded profiles of SPT100 walls are selected
as benchmark. The results show that there is a decrease in erosion speed with time, in accordance
with experimental measurements, but the model underestimates, by about 50-60%, the erosion at the
channel exit, which suggests a stronger dependence of sputter yield on surface temperature. Thus,
the need for new experimental measurements of sputtering in the range of impact energy, angle, and
wall temperature, respectively, of 10-250 eV, 0-85°, 30—600 °C, arises.

Keywords: electric propulsion; Hall effect thruster; stationary plasma thruster; plasma; sputtering;
sheath; erosion; modeling

1. Introduction

Plasma propulsion uses electric power, supplied by solar panels or electric on-board
generators, to accelerate ions of noble gases to high velocity (order of km/s) producing
thrust. Electric propulsion devices are characterized by high specific impulse but low
thrust (in the order of mN) and are most commonly used for station keeping, orbit raising
maneuvers, attitude control, and orbital change from LEO to GEO [1]. They have also
been recently used in interplanetary missions [2] thanks to their very long operational life
(thousand of hours).

The Hall effect thruster (HET) is an electric propulsion device that generates thrust
via electrostatic acceleration of ions. Thanks to its main characteristic of scalability and
simplicity, HETs application for commercial satellites have been growing deeply in the last
ten years (i.e., 70% of GEO and LEO satellites between 2011-2017 used HETs [1]).

The most common variant of HET, called stationary plasma thruster (SPT), ignites and
sustains plasma within a discharge chamber composed of ceramic walls (the most used
material is boron nitride-silica, BN-SiO;, named Borosil [3,4]). Thus, the term Hall thruster
will be used synonymously with SPT in the rest of the paper.

HETs have cylindrical symmetry (Figure 1). A radial magnetic field, generated by coils
or permanent magnets, is set at the channel exit. An external cathode provides electrons,
a fraction of which move toward the anode (located at the close end of the channel),
while the other part neutralizes the ions in the plume. When electrons enter the thruster
(Figure 1), they become trapped in the zone of max intensity of the magnetic field, because
of their small Larmor radius, so their motion to the anode is interrupted and their trajectory
drifts in the azimuthal direction. In this way, a Hall current is created. The propellant,
mostly noble gas (e.g., xenon, argon), is injected from the anode and is ionized by the
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collisions with high-energy electrons. The produced ions are accelerated by the electric
field that is self-generated by the distribution of electrons along the magnetic streamlines
and is perpendicular to them. For the typical magnetic field configuration (Figure 1) the
axial component of the electric field accelerates part of the ions out of the channel exit,
generating thrust, while the radial component pushes another one (30-40% [5]) toward the
wall; these ions are, thus, accelerated into the wall by the sheath potential gradient [6]. If
the energy of the impacting particle is high enough, sputtering, which is the ejection of
microscopic particles from the surface of the solid material, occurs. Total removal of the
ceramic results in exposure of magnetic circuitry components to plasma and effectively
ends the thruster’s life [5].
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Figure 1. Schematic illustration of a Hall thruster’s principle of functioning and sputtering phe-
nomenon. The electric field vectors (E) are shown in blue, perpendicular to the magnetic field lines
(B), which are shown in green. Shown in red is the plasma potential near the walls, influenced by
the sheath.

Since the early 2000s, many research groups ([3,7-11] to name a few) have placed their
efforts on the development of models to predict the erosion of the acceleration channel
with the aim to accurately and rapidly assess the lifetime of thruster prototypes without
the need for expensive and time-consuming life tests [3].

The bibliographic review of the published erosion models (Appendix A) has
shown that:

*  The threshold energy, Eth (i.e., the minimum energy of an incident particle to allow
sputtering to start), is used as fitting parameter with respect to experiments;

¢ The effect of wall temperature on sputtering [12] has never been taken into account;

*  The most recent sputtering data regarding the Xe-Borosil couple by Ranjan et al. [13]
has never been considered.

Thus, the erosion model presented in this paper aims at reducing the dependence of
the sputtering on the threshold energy, by considering recent sputtering measurements
(Xe-BNSiO,) on a wide range of incident ion energy and angles and by introducing a
dependence of threshold energy on the incidence angle of impacting ions. The effect of
surface temperature is considered, too. The model was used to rebuild the erosion of the
SPT-100, selected as a test case because of the great availability of both experimental and
numerical data in the open literature [4,14-17].

The developed erosion model is detailed in Section 2; an introduction of HYPICFLU2,
the code used for the characterization of plasma within the accelerating channel, is provided
in Section 2.1. The results of the erosion simulation relative to the SPT100 thruster are
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reported in Section 3: the erosion profiles are compared to the available experimental
measurements. Finally, results are discussed and suggestions for future works are given
in Section 4.

2. Erosion Model

The erosion rate, €, is calculated by means of Equation (1), which is the most used
approach in the open literature [3].

1 m;

=3 ?lvz‘z 1)

The sputtering yield Y (i.e., the quantity of material removed per incident ion) is
multiplied with the ion current density to the wall J; (linked to the ions” density #n; and
normal velocity at the wall, v, ;) to obtain the erosion rate €. In Equation (1), only singly-

charged ions are considered.
The workflow to simulate erosion phenomena is schematically shown in Figure 2.
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Figure 2. Flow diagram for an erosion simulation.

An initial computational domain (Figure 3) is generated following a given thruster
geometry. The boundaries are then discretized into a finite number of nodes (Figure 4).
Then, the grids required by HYPICFLU?2 (Section 2.1), the code selected for the plasma
simulation, are generated. From plasma calculation, the ion density and ion velocity are
evaluated in order to obtain J; on the wall nodes.

Given the ion velocities at nodes, already comprising the Bohm condition, which is
modeled in the plasma code, and the surface normal, it is possible to evaluate the incidence
angle (0). It was decided to assign the incidence angle §; to the ith node considering the
normal to the surface section included between the ith and the ith—1 nodes, as schematically
shown in Figure 4. A condition has been set that, for 6 > 71/2, no sputtering occurs since
the flow is either parallel to the surface or divergent.

The impact energy and the incident angle are used as input in the sputtering function,
which returns the volumetric sputter yield Y at a given node. Then, fixed with an operation
time At, the nodes are moved to allocate the new channel wall profiles. The new geometry
extracted is therefore used as input in HYPICFLU2 for a new plasma simulation. The
erosion simulation proceeds until the desired operation time is reached.
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Figure 3. Computational domain: it is composed of the channel and near plume region, which is
a half-circle.
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Figure 4. Definition of boundary nodes and incidence angle with respect to the surface normal (black
dashed line).

The following subsections detail HYPICFLU2, highlighting its most recent develop-
ments, and the sputtering model, which is the subject of this paper.

2.1. Plasma Simulation: HYPICFLU?2

HYPICFLU2 (HYbrid PIC-FLUid) is a 2D axis-symmetric hybrid code developed
by the Italian Aerospace Research Centre (CIRA) for the simulation of the discharge
in the accelerating channel and near plume region in HETs. The particle in cell (PIC)
approach [18,19] is used to calculate the ionization rate and neutrals’ and ions” density and
velocity on an elliptic mesh called the PIC grid. Electrons are treated as fluid; by solving
the equations described in Ref. [19], it is possible to obtain the electron temperature, the
plasma potential, and, consequently, the electric field on the nodes of a fluid grid, built
from the magnetic streamlines. Data are exchanged between the two modules of the code
by means of interpolation.

The first release (named HYPICFLU [19]) was characterized by a rectangular-shaped
domain that included the channel and the part of the plume near the channel exit (i.e., near
plume) and a simple wall sheath model similar to that of HPHall [20,21] was selected.
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Because the quality of the erosion rate prediction is directly related to the evaluation
of the ions” density and normal velocity at the wall, which depends on the wall sheath
model, a more detailed one was implemented. Moreover, the geometry of the domain in
the plume region was transformed from a rectangle to half-circle in order to better calculate
ions’ expansion, and this allows for the erosion of the corner at the channel exit.

The domain modification required the review of the numerical treatment, but the
main equations are the same as described in Ref. [19]. The modifications regarding the
PIC module were mainly described in Ref. [22], where the possibility to correctly simulate
the plasma discharge of an HET with eroded channels was verified, too. Here, the only
additional improvement regarding the wall weighting, that is the calculation of plasma
density at the wall, is highlighted. For this purpose, the correct weighting (CW) method
with Bohm criterion forcing (BF) was selected [23]. Thus the plasma density on the j-th
boundary node is
(”e,j)cw "ULw

Up

()

(ne,j)CW+BF =

where v 1y is the component of ion velocity perpendicular to the wall; v, is the Bohm
velocity calculated using the local electron temperature, and

3 1
(e jlew = 5 (nej)vw = 5 (Mejy1)vw 3)

Here, pedix "VW” states a value calculated with the classic volume weighting, and
j + 1 indicates the first node close to the boundary.

When dealing with the fluid module for the electrons, the method to derive the electric
field from the potential was changed: the irregular-grid finite difference method (IFDM) by
Xu et al. [24] was applied.

Regarding the sheath model, in HYPICFLU, according to Ref. [20,21], it was supposed
that the sheath collapses after a threshold value. In HYPICFLU2, as in [25], it was considered
that the sheath never collapses, and after a threshold value a new regime begins, named the
charge saturation regime (CSR). As a consequence, a secondary electron flux that crosses
the sheath and reaches the pre-sheath persists, thus reducing wall losses.

The secondary electron emission (SEE) yield,

(4)

KBTE B
e

b = r[2+B]A<

was used as the threshold parameter. It is worth recalling that I' is the Euler’s gamma
function and the coefficients (A, B) depend on the wall material (e.g., for BNSiO; they
are, respectively, 0.123 and 0.528 [4]). When J,, = 6* = 0.983, the electric field at the wall
becomes zero; this point (charge saturation limit, CSL) indicates the onset of the charged
saturated regime, and is associated with a given electron temperature, T,’. For electron
temperatures greater than T}, §,, remains fixed and equal to J*.

The sheath potential was written as a function of the SEE yield and, consequently, on
electron temperature, T,, by means of Equation (5) proposed by Hofer et al. [4].

C2 C3 C4

(Pw — lTl(Cl(l — 5w)) - (1 — 5w)2 - (1 _ 5w)3 - (]_ — 5w)4 (5)

where C; = 195.744, C, = 1.289710 x 10~%, C3 = —3.454640 x 10~°, and C; = 3.685070 x 108
for BNSiO,. Equation (5) is true when dy, < 6*; when dy, > 6*:

T
e";"’ = ¢, = 1.018 — ¢, = 1.018=* (6)
e
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Regarding the electron energy flux into the wall, it can be calculated by using the
expression for the electron energy flux into the sheath [26], Equation (7).

Ju = NeUp (% + e‘Pw) Oy < 0F )
G = 1e(1.1560) (% +e¢>w) by > 0*
Figure 5 shows the sheath potential and the heat flux to the wall normalized to plasma
density as a function of the electron temperature by considering Borosil as the wall material.
The expected effect of implementing the CSR is clearly visible: the wall potential never
becomes zero, and normalized heat flux is reduced when a secondary electron flux crosses
the sheath and reaches the pre-sheath.
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Figure 5. Wall sheath potential, ¢, and normalized heat flux into the wall, g,,. Comparison between
models with (w) and without (wo) the charge saturation regime (CSR).

HYPICFLU2 Validation

A preliminary assessment of HYPICFLU2 was presented in Ref. [27]. Here, the main
results of the last validation test are presented. These refer to the simulation of the discharge
of SPT100, of which a large amount of numerical and experimental data are available in the
open literature [4,14-17].

SPT100 is a 1.35 kW HET that uses coils to generate a maximum magnetic field at the
exit of the thruster of about 18 mT. Its channel has a length of 25 mm, an inner radius of
35 mm, and an outer radius of 50 mm.

For the test, the same design point chosen in Ref. [19] was selected (i.e., a discharge
current of 4.5 A is expected with a voltage drop of 300 V between the anode and the cathode;
a xenon mass flow rate of 5 mg/s was set at the anodic inlet).
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The same numerical settings and grids presented in Refs. [22,27] were used for the cal-
culation reported here. Figure 6 reports the time-averaged plasma properties along the chan-
nel centerline (i.e., the line through the middle of the channel; radial position = 42.5 mm),
namely, axial ion velocity, neutral and plasma density, ionization rate, electron temperature,
and plasma potential. For the verification, the experimental measurements of the axial ion
velocities by means of laser-induced fluorescence (LIF) velocimetry [17], measured at two
facility background pressures (1.5 x 107> and 5 x 10~ torr), were considered; furthermore,
HPHall2 [4] was selected for a code—code comparison.
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Figure 6. SPT-100 simulation: (a) axial ion velocity, (b) neutral and (c) plasma density, (d) ionization
rate, (e) electron temperature, and (f) plasma potential as function of axial position (along a line
through the middle of the channel). Data calculated by means of HYPICFLU and HYPICFLU2;
experimental (Exp.) data were taken from MacDonald-Tenenbaum et al. [17] and refer to two
background pressure levels within the test chamber; numerical (Num.) results were taken from Hofer
et al., who used HPHall2 code [4].

Axial ion velocities computed by HYPICFLU2 (Figure 6a) continuously increase along
the centerline, as expected. A little counter-flow of ions, not foreseen by HYPICFLU, near
the anode, is predicted. HYPICFLU2 overpredicts axial ions’ velocity with respect to the
experimental data [17] in the channel, but the difference decreases moving toward the
exit of it; starting from 20 mm from the anode, the data lay in the confidence bound of
the experimental measurements. Neutrals perfectly match the decreasing trend detected
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by HPHall2 [4]. The location and the intensity of ion peaks are very well predicted. The
electron temperature and potential profiles are quite in line with those selected for reference.

Thruster performances predicted by HYPICFLU2, compared to numerical and ex-
perimental data, are reported in Table 1. They were computed according to the classical
formulas reported in Ref. [28]. HYPICFLU2 well predicts all the considered parameters;
the slight differences must be attributed to the lower discharge current.

Table 1. SPT-100 performance: HYPICFLU2 and HYPICFLU [19] calculation vs. Exp. [29] and

Num. [4] data.

Exp. Num. HYPICFLU2 HYPICFLU
I (A) 45 45 412 465
P; (W) 1350 1350 1251 1395
;. (km/s) 15.7 17.0 162 19.8
tite (mg/s) 5.29 5.00 47 419
Isp () 1600 1733 1652 2016
T (mN) 83 85 76 83
1 (%) 50 55 50 59

Figure 7 reports the normalized plasma density and the relative plasma potential to
local maximum values at 18.5 mm from the anode. It is clear to see the effect of the wall
sheath that decreases both density and potential, the order of magnitude of which are

comparable to those reported in the literature [30,31].
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Figure 7. Time-averaged radial profile of the normalized plasma density and the relative plasma

potential to local maximum value, at 18.5 mm from anode; 1,y is the maximum density.

Finally, it is worth underlining that HYPICFLU2 is able to reproduce HETs” “breathing
mode” oscillations [6]: the typical frequency of 22 kHz was detected by analyzing the

discharge current signal.
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2.2. Sputtering Modeling

For the sputtering model, the recent experimental measurements of Xe ions impacting
on Borosil at room temperature (300 K) by Ranjan et al. [13] were selected.

Figures 8 and 9 report, respectively, the dependence of sputter yield on energy and
angle, as measured by Ranjan et al. [13] compared to those collected by Garnier et al. [32],
whose data were widely used to built the sputtering models available in the open literature
(cfr. Appendix A). Garnier et al.’s measurements (1999) lack data for sputter yield in
the energy range of interest to HETs (0-200 eV) and overestimate the sputtering yield
considerably at 350 and 500 eV, whereas Ranjan’s measurements analyze the widest range
of energy and angles (Figures 8 and 9) and predict lower sputtering yield. Data by Kim
et al.’s [33] experiments (2001) were reported for completeness, too. These are quite in line
with respect to those of Ranjan, but it is worth noting that, as far as the authors know, they
have never been used in sputtering modeling.

Because the study of Ranjan et al. [13] lacks data for energies lower than 100 eV (of
interest to HETs application) and angles higher than 90°, extrapolations were required.

With regard to the sputter yield at incidence parallel to the surface, which is an
incidence angle of 90° with respect to the surface normal, a trivial extrapolation was
performed, as the sputter yield would be negligible. For that reason, the sputter yield
was set equal to 0 for all the energies considered by Ranjan et al. [13] (from 100 to
550 eV in 50 eV steps), and the obtained points were added to the data collected by
Ranjan et al. [13]. These points will later be included in the interpolation process, together
with Ranjan’s data and the zero sputter yield energy.

Regarding the extrapolation of data below the lowest energy available, the conclusion
was not as easy to reach. In particular, there is no clear value for Eth, and it may change
due to composition of the material and grain orientation. Given the strong dependence of
sputter yield on the angle of incidence, it was assumed that the threshold energy might as
well be dependent on the incident angle of the impacting particle. This led to not fitting a
single value, valid for all angles, as Eth, but instead extrapolated the available sputter yield
data below 100 eV energies. Since the data considered is angular-dependent, the threshold
energy will be as well.

Three simple methods were considered for the extrapolation:

*  Method 1: A linear extrapolation from the lowest energy considered by Ranjan et al. [13]
(which is 100 eV) considering the average gradient between Ranjan et al.’s [13] sputter
yield values, given an angle (i.e., 40 degrees, as shown in Figure 10), for all energies
(from 100 to 550 eV).

¢ Method 2: A linear extrapolation from the lowest energy considered by Ranjan et al. [13]
(which is 100 eV) considering the average gradient between Ranjan et al.’s [13] sputter
yield values, given an angle, for lower energies, in the operative range of HET, from
100 to 350 eV.

¢ Method 3: An interpolation using UnivariateSpline, a built-in function in Python,
which interpolates data by Ranjan et al. [13] for a given angle (all the energies) and
then extrapolates to the point of interest, in particular the energy at which the sputter
yield nullifies. In our case, a spline of the fourth degree was considered.

The three methods differ mainly in the value of the threshold energy extrapolated,
with the linear extrapolation considering the gradient at low energies (Method 2) being
the lowest and the linear extrapolation via the gradient considering all the data available
(Method 1) being the highest, as can be seen in Figure 10—the threshold energy being the
point at which the extrapolated line crosses the zero sputter yield line, represented with
crosses in the zoom window.

As mentioned above, the threshold energy is assumed to vary with the angle of
incidence since the value of the sputter yield is different for different angles. Shown in
Figure 11 is the effect of angle on sputter yield and threshold energy. For compactness, only
the extrapolation via the linear method (Method 1) is shown, for four different angles.
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Figure 11. Linear extrapolation of Ranjan’s sputter yield

below 100 eV, for angles of incidence of 0°,

40°, 60°, and 80°. The red crosses in the zoom window represent the zero sputter energy, hence the

threshold energy for a given angle of incidence, extracted from the extrapolation (solid line).

In order to join all the available data, i.e., those of Ranjan et al. [13] and the extrapolated
ones, a piecewise cubic interpolation using a Clough-Tocher scheme was used [34]. The
gradients of the interpolant were chosen so that the curvature of the interpolating surface
is minimized. The resulting function is a surface where every point is defined by three
coordinates (Figure 12). Two inputs are needed when calling the function, the angle of
incidence and the energy of the impacting particle, and the output (i.e., z coordinate) is the

sputter yield.
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Figure 12. Surface interpolating Ranjan et al.’s data [13] (blue dots) and the extrapolated ones—green
dots are the sputter yield at 90°, red crosses are the sputter yield below 100 eV, considering the

extrapolation via Method 1.

The threshold energy value influences the point at which erosion begins, but has little
impact on the magnitude of erosion, as can be seen in Figure 13, where erosion profiles up
to 180 h of simulated operation are shown, using the sputter yield function built on the
set of data considering the Eth derived via the three different extrapolation methods. The
simulation run considering the threshold energies extrapolated with Method 2, which leads
to the smallest Eth, leads to an erosion which begins further up the channel, while the ero-
sion profile considering the threshold energies extrapolated with Method 1 erodes less into
the channel.

With the purpose of including the effect of temperature, the recent work of
Parida et al. [12] was studied. The authors analyzed how the sputter yield of the Xe-
Borosil pair at an incidence of 55° and at an energy of 500 eV vary in the range 300-873 K.
The main conclusion is that there is an almost linear variation with temperature.

Even if no information about how the effect of temperature on the sputter yield
changes with angle and energy, as a first guess, a linear increment with temperature,
constant with both angle and energy, was assumed. This means that each value of sputter
yield measured by Ranjan et al. [13] was multiplied by a coefficient, which is named the
temperature coefficient (Cr). At higher energies, with the sputter yield being greater, the
difference between the original values by Ranjan et al. (Figure 12) and the ones accounting
for the temperature is, thus, more pronounced.

For the extrapolation of the data beyond the experimental ones, it is again assumed
that at a 90° angle of incidence the sputtering nullifies. Below 100 eV, the average gradient
that was already used before was maintained,which is the average gradient of Ranjan’s
data at any given angle, for two reasons:

*  The effect of temperature at different energies is unknown, and changing the gradient
would imply making assumptions on such an effect. Also, Ranjan’s data [13] at room
temperature is the only widespread data on which it is possible to rely;

*  Maintaining the same gradient for the extrapolation below 100 eV implicates a reduc-
tion in the minimum energy at which sputtering first occurs as temperature increases.
As temperature increases, the bond strength may decrease, allowing for atoms to be
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sputtered from the surface at lower energies. This is yet another assumption but, given
the uncertain value assigned to it in past models, it seemed a reasonable one.

For the application of one extrapolation method to the model, Method 2 was excluded
because having a small gradient would lead to negative threshold energies at relatively low
temperature coefficients (of about 3). Method 3 was excluded because the extrapolation of
the spline would lead to the same threshold energy for any temperature coefficient used.
Hence, Method 1 was selected for the rest of the simulations.
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Figure 13. Eroded profiles after 180 h of simulated operation using data collection with threshold
energies derived with the three different extrapolation methods.

Considering a temperature coefficient, which simulates surface temperature, is equiv-
alent to considering a higher level of sputter yield in the extrapolation region, but also in
the interpolation region—Ranjan’s data are incremented by the temperature coefficient. It
also implies a reduction in the threshold energy Eth; hence, sputtering of the surface occurs
for ions impacting with lower energies. The effect of such increment is shown in Figure 14.
The temperature coefficient is limited, due to the approximation used, as increasing the
temperature coefficient too much would lead to a negative threshold energy, as shown in
Figure 14, for a Ct of 6.5, considering extrapolation via Method 1. A temperature coefficient
of 5.5 was chosen in order to be as close as possible to experimental erosion data. The wall
surface temperature is an input. We found from the open literature ([35,36]) that HETs
operate at temperatures of 600 °C or higher; hence, a temperature of around 650 °C was
reasonable. Due to the lack of information regarding the value of temperature along the
channel axis, the temperature is considered to be constant on the surface, and equal for both
the inner and outer surface. Hence, the temperature coefficient Cr used in the simulation is
the same for both surfaces.

In particular, the dataset upon which the sputter yield function is built is collected
using three steps:

*  The set of sputter yield points at various angles and energy by Ranjan et al. [13] is
multiplied by the temperature coefficient (Cr), obtaining a new set of points with
higher sputter yield values.

e  From the new value of sputter yield at 100 eV, incremented by Cr, a value of the
threshold energy for any given angle is extrapolated following the average gradient
of the sputter yield value of Ranjan’s data (without the temperature coefficient—
Method 1). This leads to a decrease in threshold energy for an increase in temperature
coefficient; hence, simulated surface temperature.

* Added to the set of points are the values of sputter yield at 90° of incidence angle,
which is O for all energies.
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in the experiment by Ranjan et al. [13], extrapolated via Method 1. The crosses represent the point of

zero sputter yield, for a given angle.

The data considered are then joined via a piecewise cubic interpolation using a Clough—
Tocher scheme, as mentioned above. The resulting surface is shown in Figure 15: the Ranjan
et al. data multiplied by a temperature coefficient of 5.5 are the blue dots; the extrapolated
sputter yield at 90° are the green dots, and the threshold energies extrapolated below 100 eV
are the red crosses. With respect to Figure 12 the sputter yield value is higher while the

threshold energy is lower.

o
0.5 =
I
04 £
e
03 3
02 >
01 £
3
00 2

hes 0 300
/7(‘/01e 60 200 \e\l\
ce 80 100 _ <o
d@g] 0 <«

Figure 15. Surface interpolation of Ranjan et al.’s data [13] multiplied by a temperature coefficient of
5.5 (blue dots) and the extrapolated ones—green dots are the sputter yield at 90°, and red crosses are

the sputter yield below 100 eV.

3. Results
The erosion model described in Section 2 was used to rebuild the erosion of the SPT-

100, selected as a test case because of the availability of both experimental and numerical
data in the open literature [3,37].

At first, an erosion simulation using sputter yield data by Ranjan et al. [13], enlarged
as described in Section 2.2 and shown in Figure 12, was run. Figure 16 shows the computed
wall chamber profiles after 180 h compared to those predicted by means of Gamero et al.’s
model [3] and the experimental measurements after 160 h [37]. The computed erosion
is strongly underestimated if compared to experiments. The numerical predictions of
Gamero et al. [3] are closer to the experimental one—nevertheless, they are based on
the measurements of Garnier et al. [38] which, as seen in Section 2.2, overestimate the

sputtering yield.
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Figure 16. Comparison between computed erosion profile using “enlarged” Ranjan et al.’s data,
without the effect of temperature, Gamero et al.’s profiles [3], and the experimental one [37].
(Left) inner wall; (Right) outer wall.

The gap between the experimental measurements and the numerical estimations by
using “enlarged” Ranjan et al.’s [13] data was attributed to neglecting the effect of wall
temperature. By introducing the temperature coefficient Ct (Section 2.2), the sputter yield
value, and hence the erosion, indeed increases, as demonstrated by Parida et al. [12].

Figure 17 shows the computed erosion profiles after 180 h, considering “enlarged”
Ranjan et al.’s sputter yield data without the temperature coefficient (Figure 12) and with a
temperature coefficient of 5.5 (Figure 15). The experimental measurements after 160 h [37]
are reported for comparison. By using Cr, both the erosion magnitude and length, which is
the point where erosion begins with respect to the channel exit, increase.

The erosion simulation with “enlarged” Ranjan data with Cr = 5.5 was further run
for cumulative 1020 h in time step of 60 h (i.e., at each time step, the geometry was updated
with the new profile and the plasma characteristics were simulated on the grid based on the
new geometry (Section 2)). The results are shown in Figure 18 along with the experimental
measurements [37]. The erosion is underestimated at each time but the point at which
erosion begins is reasonably good, giving a good evaluation of activation energy Eth.
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Figure 17. Comparison between computed erosion profile using “enlarged” Ranjan et al.’s data,
with and without the effect of temperature and the experimental one [37]. (Left) inner wall;
(Right) outer wall.
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Figure 18. Computed and experimental [37] eroded profiles for the inner and outer surfaces of the

acceleration channel.

Figure 19 shows a further comparison of the computed erosion profiles and those
estimated by Gamero et al. [3]. After 180 h, the curves are reasonably close; however, they
differ more at increasing operational time.

Figure 20 shows the radial time evolution of the channel exit (i.e., 0.025 m away from
the anode). There is a decrease in erosion speed by using “enlarged” Ranjan et al.’s data
with temperature coefficient, in accordance with experimental results, as in Ref. [37]. On
the contrary, Gamero et al.’s model does not show a reduction in erosion rate: wall recession
is, indeed, almost linear with time. An explanation for this might be that their sputter yield
model shows a small dependence of sputtering on angle at high ion incidence, which is
reached when the profile deforms due to erosion.
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Figure 20. Comparison between computed, Gamero et al.’s [3], and experimental [37] wall recession
at channel exit.

4. Discussion

The results presented in the previous section reveal that the effect of wall temperature
on sputtering yield cannot be neglected when predicting erosion in HETs’ channel, at least
using the Xe™-Borosil pair.

The application of the “enlarged” (Section 2.2) sputtering yield data by
Ranjan et al. [13], with function only of ions impacting energy and angle, led to a strong
underestimation of the erosion (Figure 16). The magnitude of the erosion at the channel
exit was much smaller than the experimental one, of about 85% for the inner surface and
almost 90% for the outer one. Furthermore, the predicted erosion began a lot closer to the
channel exit, at around 23 mm from the anode compared to the almost 16 mm observed
experimentally. This result was, most likely, due to the high zero sputter yield energy,
which prevented any ion with energy below ~ 83 eV from causing any erosion.

The application of a simple linear enhancement of the sputtering yield data by
Ranjan et al., by means of the temperature coefficient (C7), led to an improvement of
the prediction (i.e., the point where erosion start is correctly estimated (Figure 17)); never-
theless, the erosion was still lower than the experimental values (50% and 62% for the inner
and outer surface, respectively, at the exit of the channel).

The results were obtained with Ct = 5.5, which meant considering five times the
value of the sputtering yield measured at room temperature (300 K) at each energy and
angle. Parida et al. [12] experimentally measured that the sputtering yield at 55° and
500 eV (which is higher than the typical value estimated in HETs’ channel, i.e., lower than
250 eV) is twice the value at room temperature.

This suggests that the effect of temperature at low energy may be more pronounced
than expected. This may be because at lower energies ions penetrate less in the solid
material and, hence, interact more with the surface, increasing the possibility for particles to
be ejected. This may apply to incidence angle as well. This is in accordance with the Thermal
Spike (T'S) model, which is generally associated with energetic heavy particles. The basic
concept of the TS model is that the small region of the surface where the highly energetic
particle impacts undergoes a sudden increase in temperature, resulting in evaporation of
atoms from the surface. The TS model is proposed to be the reason for the increase in
sputtering observed in the experiment carried out by Parida et al. [12], too.
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To obtain predictions as close as possible to experimental data, new sputtering mea-
surements on the Xe™—Borosil pair are required by considering the following ranges: impact
energy 10-250 eV, angle 0-85 °, and wall temperature 30-600 °C.

Moreover, further plasma code developments could help the erosion prediction. Ne-
glecting the influence of doubly charged ions and collision between ions and neutrals,
which give rise to fast moving ions, may also have an effect on it. The velocities of ions
close to the surface could be underestimated, which implies a lower impacting energy and,
hence, less erosion.
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Abbreviations

Symbols

Kp Boltzmann constant

e Electron charge

m; Ion mass

€ Erosion rate

0 Ions incidence angle
Eth Threshold energy

E Ion impacting energy
v Ion velocity

Y Sputtering yield

Ct Temperature coefficient
t time

r Radial coordinate

z Axial coordinate

n Particle number density
Te Electron temperature
¢ Potential

¢* Thermalized potential
7 current density vector
14 Volume/voltage

I, Flux of electrons

Ow SEE yield

q Energy flux to the wall
I Discharge current

Py Discharge power
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Uje Ion discharge velocity

e Mass flow rate

Lsp Specific impulse

T Thrust

Ui Efficiency

Subscripts

i Ion

e Electron

n Neutral

w Wall

ei Electron-ion

en Electron-neutral

b Bohm

Abbreviations

GEO Geostationary Earth orbit
LEO Low Earth orbit

HET(s) Hall effect thruster(s)

SPT Stationary plasma thruster
PIC Particle in cell

HYPICFLU HYbrid PIC-FLUid

SEE Secondary electron emission
CSR Charge saturation regime
CSL Charge saturation limit
BN Boron nitride

BNSiO, Borosil

IFDM Irregular-grid finite difference method
CW Correct weighting

VW Volume weighting

BF Bohm criterion forcing
Xe/Xe™ Xenon/ions

LIF Laser-induced fluorescence
TS Thermal Spike

Appendix A. Review of Sputtering-Yield Models

A good prediction of erosion depends on a good estimation of plasma properties and

sputtering. In the following, a brief overview of the sputter yield formula used in the open
literature’s erosion models is presented.

Sputter yield is the quantity of material removed per incident ion or it is a measure
of ejected surface material volume per time-integrated incident ion current, resulting in
dimensions of volume per electric charge.

Roy and Pandey [39] proposed the following simple expression:

S
Y = E(E,- —4Hy) (A1)

Here, S = 1072 is named as sputtering factor [38], H; = 3000 K is the sublimation
energy of boron nitride (BN), and E; = 0.1T,. The sputtering yield Y represents the number
of eroded particles per incident ion at a given energy E; and at normal incidence.

Garrigues et al. [7] reported an empirical formula for the sputtering yield Y as pro-
posed by Yamamura and Tawara [40] for the sputtering yields of metals at normal incidence.
A correction factor C accounts for the effect of the angle of incidence g (defined with respect
to the radial direction). This coefficient C is deduced from experimental measurements but
it is not reported in the paper.
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Y =Y(E)C(g) (A2)

Y(E) = F(E, My, My, Zp, Zs, B) [1 - ,/EEM] (A3)

Here, Z, and Z; are the atomic numbers, and M, and M; are the masses of the
projectile and the target, respectively. The coefficient f and the power s are adjustable
parameters, and Eth is the sputtering threshold energy. The quantities § and s are obtained
by fitting for ion energies found in the SPT the analytical formula to experimental results
for high Xe ion energy. Varying Eth from 30 to 70 eV leads to a same order of magnitude of
Y at high ion energy but shows a strong influence on the sputtering yield at low Xe energy.

Manzella et al. [8] propose two curve fit equations for BN sputtering yield dependence
on normal energy and incidence based on the data reported in Garnier et al. [32]. A
threshold energy of 50 eV is assumed.

Sy = f(@)gwp -g(e)Sye (Ad)

Syp = —1.89-1077¢* +2.04-10 99> —3.77-10 %> + 1.85-10 39 + 0426  (AD)

Sye = (0.03461n€ — 0.136) (A6)

Here, Sy is the sputtering yield; ¢ is the angle with respect to normal; € is, in this
case, the energy of the incident ion. The sputter yield at a given wall location was found
by multiplying the angle distribution, f(¢), by the normalized sputter yield angular
dependence by the energy distribution, g(€), and the sputter yield energy dependence.

Gamero and Katz [3] proposed a Yamamura and Tawara-like fit for Borosil sputtering
yield dependence on energy and angle based on the Garnier et al. data [32] in the range
350 = 500 eV. The energy threshold Eth is set to 58.6 eV which is a compromise between
the value found in their last square estimate (56.9 eV) and the experimental value for the
BNSiO; composite (42 + 63 eV).

2.5
Y(E, &) = (0.0099 + 6.04 - 10~ 6a% — 4.75 - 10 84*)VE (1 —y/ 58E6> (A7)

This formula has been proven to accurately predict erosion rates at the typical opera-
tion conditions of Hall effect thrusters, while ill-predicting erosion behavior at very low
impact energies [28].

Hofer et al. [41] conducted a review of the sputtering yield data for the various grades
of boron nitride under xenon bombardment. The sputtering yield is computed as a function
of energy and angle from the product of two functions given by

Y(E,0) = Y(E)Y(6) (A8)

where Y (E) is the energy-dependent yield for ions impacting the wall at normal incidence
and Y(0) is the angle-dependent yield relative to normal incidence. The energy-dependent

yield is computed from
£\ 2
Y(E) = A\/E<1 - W;) (A9)

where E is the total energy of an ion impacting the wall, and the coefficients A and Eth are
coefficients fit to experimental data. Here, Eth is interpreted as the threshold energy below
which sputtering does not occur. The angle-dependent yield is given by

Y(0) =1+ co(1 — cos(c16))F (A10)
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where 6 is the angle relative to the wall normal, and ¢y, ¢1, and k are coefficients fit to
experimental data.

A few more complicated fits for the energy-dependent yield for ions impacting the
wall at normal incidence were proposed by Cheng et al. [10] and used by Cho et al. [42].

2.5
AEO.474 Eth
WE) =g (17VE (A1)

The paper reports the coefficients A and B for several energy thresholds by
considering BN.
For the case of heavy-ion sputtering, the angular yield Yy has the form

Yy = (Yu,E, 0;) = Yucos~F(6;)eC (A12)

where Y, is the normal yield, E is the incident energy in electron volts, §; is the inci-
dent angle, and F is a coefficient which depends on energy while G depends on the ion
incidence angle.

In general, an adaptation of the empirical formula proposed by
Yamamura et al. [40] for monoatomic solids was used for the fitting and extrapolation of
sputter yield data on composites ceramics. While many formulations have been proposed
and used, the most common ones are the ones proposed by Gamero et al. [3,11,43,44] and by
Cheng et al. [10,45].
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