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Abstract: The Robotics Vision Lab of Northwest Nazarene University has developed the Orchard
Robot (OrBot), which was designed for harvesting fruits. OrBot is composed of a machine vision
system to locate fruits on the tree, a robotic manipulator to approach the target fruit, and a gripper
to remove the target fruit. Field trials conducted at commercial orchards for apples and peaches
during the harvesting season of 2021 yielded a harvesting success rate of about 85% and had an
average harvesting cycle time of 12 s. Building upon this success, the goal of this study is to evaluate
the performance of OrBot during nighttime harvesting. The idea is to have OrBot harvest at night,
and then human pickers continue the harvesting operation during the day. This human and robot
collaboration will leverage the labor shortage issue with a relatively slower robot working at night.
The specific objectives are to determine the artificial lighting parameters suitable for nighttime
harvesting and to evaluate the harvesting viability of OrBot during the night. LED lighting was
selected as the source for artificial illumination with a color temperature of 5600 K and 10% intensity.
This combination resulted in images with the lowest noise. OrBot was tested in a commercial orchard
using twenty Pink Lady apple trees. Results showed an increased success rate during the night, with
OrBot gaining 94% compared to 88% during the daytime operations.

Keywords: apple harvesting; machine vision; robotics

1. Introduction

Idaho is one of the top five producers of specialty crops in the USA. Specialty crops are
defined as fruits and vegetables, tree nuts, dried fruits, and horticulture and nursery crops,
including floriculture [1]. Specialty crop growers in Idaho have been affected by labor
shortage especially those growing fruits and vegetables. To help fill the labor gaps, farmers
use the H-2A Temporary Agricultural Program [2]. The H-2A program allows the farmers
to hire workers from other countries, especially for seasonal operations like harvesting,
which is very labor intensive. However, the USDA announced that farmers who hire H-2A
laborers next year will be paying higher wages [3]. This increase in labor wage will put
more strain on the increasing costs of fruit and vegetable production. The H2-A program
may be a solution, but it is a short-term solution. We need to look for long-term solutions,
and one of them is robotics.

Robotics has been successfully integrated into industries like automotive manufac-
turing, home-building industry, and others [4]. Integrating robots into a manufacturing
process is not an easy task; however, it could be facilitated by the structured environment
inherent in a manufacturing plant [5]. For example, cars are assembled using an assembly
line with the help of conveyors and supporting jigs and fixtures [6]. This means that the
pieces are always in the same location at certain periods of time. In addition, the work
areas have adequate artificial lighting to help with visibility. So, inserting a robot in an
assembly line is easier compared to inserting a robot in an orchard.

There have been numerous studies of using a robot in an orchard [7]. In fact, it was
started four decades ago using a black and white camera and a color filter to recognize
apples on a tree [8,9]. Since then, different types of cameras, such as color video cameras,
thermal cameras [10], and multispectral cameras [11], have been used to recognize the fruits
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on a tree. Fruit recognition is one of the most challenging aspects of robotic harvesting,
in addition to picking the fruit successfully without damaging it [12,13]. Recognizing the
fruit is the first step to a successful harvest. This is the reason why most of the research
has been devoted to fruit recognition [14]. The unstructured nature of the orchard, plus the
variability of the lighting conditions, is a big challenge. As mentioned, picking the fruit
without damaging it is the second critical part of successful harvesting. The robot should
have an arm that has sufficient degrees of freedom to manipulate the end effector towards
the fruit. When the robot reaches the fruit, the end effector should remove the fruit from
the tree without damaging it and the tree.

The Robotics Vision Lab of Northwest Nazarene University has developed a robotic
platform for studying these challenges. The robot, called Orchard roBot (OrBot), has been
tested for fruit harvesting specifically for apples. The robot is composed of a robotic
manipulator with an end effector and vision system that combines color and infrared to
locate the fruits [15]. It has been tested in a commercial orchard with a success rate of about
85% and a speed of about 12 s per fruit. As compared to humans, this is a slow speed.
However, with the labor shortage problem, any help would be accepted, even if it is slow.
One of the proposed ideas is to have the robot work at night when humans are resting,
and then humans can pick up the fruit left by the robot during the day. This is similar to
a strawberry harvesting robot [16] that works slowly at night, and harvests only certain
fruits, and then the human workers continue picking in the morning. This is the main
objective of this study, which is to investigate the feasibility of nighttime harvesting using
OrBot. Specifically, the objectives of this study are:

1. To identify lighting conditions suitable for nighttime harvesting,
2. To evaluate the image processing algorithm for fruit recognition.

2. Materials and Methods
2.1. Robotic Systems Overview

The OrBot harvesting system, seen in Figure 1, is composed of the following: manip-
ulator, vision system, end effector, personal computer, control unit, power supply, and a
motorized chassis.
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The manipulator is a third-generation Kinova robotic arm [17]. This arm has six
degrees of freedom and a reach of 902 mm. The arm has a full-range continuous payload
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of 2 kg, which easily exceeds the weight of an apple, and it has a maximum Cartesian
translation speed of 500 mm/s. The average power consumption of the arm is 36 W. These
characteristics make this manipulator suitable for fruit harvesting.

The vision system is comprised of a color sensor and a depth sensor. The color
sensor (Omnivision OV5640, OmniVision Technologies, Inc., Santa Clara, CA, USA) has a
resolution of 1920 × 1080 pixels and a field of view of 65 degrees. The depth sensor (Intel
RealSense Depth Module D410, Intel Corporation, Santa Clara, CA, USA), enabled by both
stereo vision and active IR sensing, has a resolution of 480 × 270 pixels with a field of view
of 72 degrees. The color sensor is used to detect the location of the fruit, while the depth
sensor is used to approximate the distance of the fruit from the end effector.

The end effector is a standard two-finger gripper that has a stroke of 85 mm and a grip
force of 20–235 N, which is controlled depending on the target fruit. The stock finger is
replaced with a custom 3D-printed set of curved pads as shown in Figure 2. These pads
have a textured grip surface on the inside of the plate, which allows for a more secure grasp
of the fruit during harvest. In addition, the gripper is controlled by a modified bang–bang
controller [18] to minimize the damage to the fruit. The bang–bang controller detects the
presence of resistance as the gripper closes; thus, it can handle different sizes of fruits.
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The personal laptop computer is responsible for controlling the manipulator, end
effector, and vision system of OrBot. It receives data from the motor encoders and vision
system and uses this data to modify the position of the manipulator and end effector. The
manipulator is controlled using Kinova Kortex, a manufacturer-developed and included
software platform [19]. Kortex comes with Application Programming Interface (API) tools
to allow for customized control. The control program for the manipulator and for the vision
system was developed using a combination of the Kinova Kortex API, Matlab (R2022b),
Digital Image Processing toolbox [20], and Image Acquisition toolbox.

The main control unit of OrBot, seen in Figure 3, consists of the following: an ELEGOO
MEGA 2560 R3 Board (Elegoo, Shenzhen, Guangdong, China), a USB Host Shield (HiLetgo,
Shenzhen, China), a toggle switch, and a TTL to RS232 Converter (Anmbest Control Tech-
nology, Wuhan, China). The main control unit is responsible for communication between
and control of the motor controller within the tank and the laptop computer. Programmed
using the Arduino IDE (2.1.1), the main control unit is responsible for controlling the entire
robot system. To achieve this, it utilizes serial communication to send signals to the laptop
computer and the motor controller within the tank chassis. The main control unit can
be set to either autonomous or driver-control mode through the use of a toggle switch.
During driver-control mode, the laptop computer puts the manipulator into idle mode
and the operator is able to drive OrBot manually through the use of an XBOX Controller.
This allows the operator to relocate OrBot to a different location without needing to restart
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the Matlab program. During autonomous mode, the Xbox Controller is disabled, and the
laptop computer continuously loops through the harvesting process until the robot is put
into driver-control mode.

AgriEngineering 2024, 6, FOR PEER REVIEW  4 
 

 

into idle mode and the operator is able to drive OrBot manually through the use of an 
XBOX Controller. This allows the operator to relocate OrBot to a different location without 
needing to restart the Matlab program. During autonomous mode, the Xbox Controller is 
disabled, and the laptop computer continuously loops through the harvesting process un-
til the robot is put into driver-control mode. 

 
Figure 3. Subsystem of the control unit of OrBot. 

The entire system is mounted on a new chassis, which enables OrBot to move within 
the orchard. This chassis consists of two main sections: the frame and the tank. The frame 
is constructed from 80/20 aluminum bars, which allows for an easily customizable and 
stable platform. 

The frame was fabricated and assembled at the university machine shop. The frame 
boasts several sections that are aimed at improving the ease of use in the field, which in-
clude a scissor jack and a plywood side table. The scissor jack allows the manipulator to 
be raised in order to gain access to apples that would otherwise be out of reach. The ply-
wood side table provides a central location for all operator controls, which includes the 
emergency stop for the manipulator, the emergency stop for the tank chassis, the main 
control unit, and the personal computer. In addition to these features, the frame also car-
ries OrBot’s power supply, which is a portable power station with a capacity of 540 Wh. 

2.2. Image Processing Procedure 
The apples were detected through image processing. The first step in image pro-

cessing is image capture, where an image is taken with the vision system. This image 
(Original Image) is saved, and a discriminant function is applied to segment the image. 
The discriminant function, d, is expressed as 𝑑 0.09𝑟 0.13𝑔 

𝑟  𝑅𝑅 𝐺 𝐵 

𝑔 𝐺𝑅 𝐺 𝐵 

Chromaticity r and g are calculated from the RGB values of the image pixels [21]. In 
the segmentation process, the discriminant function is calculated for each pixel, and if it 
is greater than zero, it is a fruit pixel; otherwise, it is a background pixel. The resulting 
image is the binary image. 

This binary image (Color Filtered) is then inspected with an area filter. Each white 
pixel that is in contact with another is added to a sum, resulting in many different forms 
of the image that each have an area value. These areas are then inspected to determine if 
they are too small to be an apple. In this particular orchard, it was found that 6000 pixels 

Figure 3. Subsystem of the control unit of OrBot.

The entire system is mounted on a new chassis, which enables OrBot to move within
the orchard. This chassis consists of two main sections: the frame and the tank. The frame
is constructed from 80/20 aluminum bars, which allows for an easily customizable and
stable platform.

The frame was fabricated and assembled at the university machine shop. The frame
boasts several sections that are aimed at improving the ease of use in the field, which
include a scissor jack and a plywood side table. The scissor jack allows the manipulator
to be raised in order to gain access to apples that would otherwise be out of reach. The
plywood side table provides a central location for all operator controls, which includes
the emergency stop for the manipulator, the emergency stop for the tank chassis, the main
control unit, and the personal computer. In addition to these features, the frame also carries
OrBot’s power supply, which is a portable power station with a capacity of 540 Wh.

2.2. Image Processing Procedure

The apples were detected through image processing. The first step in image pro-
cessing is image capture, where an image is taken with the vision system. This image
(Original Image) is saved, and a discriminant function is applied to segment the image.
The discriminant function, d, is expressed as

d = 0.09r − 0.13g

r =
R

R + G + B

g =
G

R + G + B
Chromaticity r and g are calculated from the RGB values of the image pixels [21]. In

the segmentation process, the discriminant function is calculated for each pixel, and if it is
greater than zero, it is a fruit pixel; otherwise, it is a background pixel. The resulting image
is the binary image.

This binary image (Color Filtered) is then inspected with an area filter. Each white
pixel that is in contact with another is added to a sum, resulting in many different forms of
the image that each have an area value. These areas are then inspected to determine if they
are too small to be an apple. In this particular orchard, it was found that 6000 pixels was
too small to be an apple for the current camera setting. If the area of a particular form does
not meet the area requirement necessary to be part of an apple, then all of the pixels within
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the form are set to zero. This results in a “cleaner” image with less noise, which means that
there are only larger forms left.

Features were then extracted from the third image (Area Filtered). These features
include area, position, height, and width, and these were used to apply bounding boxes to
the apples that were recognized. Each form that met the size requirement has a bounding
box placed around the edges of it, resulting in the fourth and final image (Boxed Apples).
Each step in the image processing procedure can be seen in Figure 4.
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2.3. Selection of Artificial Lighting Parameters

In order to enable the current vision system of OrBot to function at night, an artificial
source of light needed to be utilized. To this end, the NEEWER P600-2.4G (Shenzhen
Neewer Technology Co., Ltd., Shenzhen, China)photography light was chosen. This
photography light was chosen for its lightweight frame and light customization options.
These features enabled the light stands to be easily repositioned in the field while also
allowing for a wide range of customization options for the produced light.

Before this light could be implemented in the field, the optimal color and intensity
needed to be determined. The color, known as the temperature of the photography light,
ranges from the lowest value of 3200 K to the highest value of 5600 K. The intensity of the
photography light, known as the power, ranges from the lowest value of 0% to the highest
value of 100%. The optimal combination of these two settings is the one that produces
the least amount of noise during image processing. The data collection was performed in
the lab through the use of a simulated nighttime environment. The simulated nighttime
environment was created by covering the windows, which removed all natural sources of
light from the room and left the photography light as the only source of illumination.

The data was collected by saving an image of a plastic apple hung in a fake, decorative
tree that was illuminated by the photography light at different combinations of light
settings. The image was then processed using the same method seen in Section 2.2, which
provided a value for the white pixel count and total boxed area. The noise level present
in each image was then found by subtracting the number of white pixels in a particular
image from the total area of the bounding boxes present within the image. This process
was repeated according to the following procedure: The power setting was increased by
20% for each data point, which resulted in power levels of 10%, 30%, 50%, 70%, and 90%
for each temperature setting. At the same time, the temperature setting was increased by
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300 K every five data points, starting at 3200 K (cool) and ending at 5600 K (warm). This
resulted in a dataset of nine different temperature levels, with each of these having five
different power levels, for a total datapoint set of forty-five different combinations. This
process was then repeated in the orchard using real nighttime conditions, which resulted in
two sets of forty-five data points. A sample of four image acquisitions is shown below in
Figure 5. These are the unmodified images that are captured by the camera, which result in
the processed images corresponding to each, as seen in Figure 6.
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2.4. Evaluation of Nighttime Harvesting

In order to test the functionality of the existing harvesting process during nighttime
conditions, two of the NEEWER P600-2.4G (Shenzhen, China) photography lights were
used. As seen in Figure 4, the lights were placed on either side of the robot roughly three
feet away, which minimizes the shadows produced.

The collection of the harvesting efficiency data was streamlined by disabling the grip-
per functionality. This made the process less time-consuming since the robot only needed
to move to the fruit, position the fruit inside the customized gripper, and then move back
to the starting position to signify a successful harvest. This modified harvesting procedure
was done so that the same fruits were tested during the daytime and nighttime tests.

The following process was performed to collect the harvesting data: The robot started
in autonomous mode and began by “harvesting” the closest apple (largest size within FOV).
A black piece of construction paper was then taped to this apple in order to prevent it
from being harvested again. Since this apple was no longer in view, the next closest apple
was harvested. This process continued until all apples with the robot’s field of view were
harvested. The robot was then placed into driver-control mode and driven to the next
location in the orchard row.

This harvesting procedure was repeated both during the day and the night, resulting
in fifty daytime trials and fifty nighttime trials. Each of these trials was either considered a
success or a failure. If the robot successfully recognized and moved to the correct position
in front of the apple, then the trial was considered a success. If the robot failed to locate the
apple properly and moved to the incorrect position, then the trial was considered a failure.

3. Results
3.1. Suitable Artificial Lighting Parameters

The processes described in Section 2.3 were performed both in the lab and in the
orchard. The two separate sets of data that these produced were analyzed in conjunction
with one another in order to produce a higher level of confidence in the selected combination
of light parameters. The results of the artificial lighting parameter selection can be seen in
Figure 7. The y-axis displays the “Noise Level”, which was found by subtracting the total
number of white pixels in a given image from the sum of the boxed areas in the image. The
x-axis displays the trial number, with the power and temperature settings distributed, as
seen in Section 2.3. For example, the data for Trial 1 through Trial 5 was collected using
a temperature value of 3200 K, while each trial within this set of five was collected with
power settings of 10%, 30%, 50%, 70%, and 90%.
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The lab data (seen in blue) generates a significantly higher level of noise than what is
seen in the orchard data (seen in orange). This is likely due to the fact that plastic apples
and plastic trees were used in the lab, which would have a much different level of light
reflection than real leaves and real apples.

Of the forty-five combinations of lighting parameters, the one that generated the least
amount of noise was Trial 35 (3800 K at 90% power). Upon closer inspection of the image
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taken at this data point, however, it becomes clear that this is not the true lowest noise. As
seen in Figure 8, a “hole” is present in the center of the apple in the final result of the image
processing. This was caused by the bright reflection of the light that is present in the center
of the apple, which was due to the higher intensity. This specular reflection common for
spherical-shaped fruits caused the segmentation process to not identify the pixels in this
area as part of an apple, which resulted in a hollowed apple shape [22]. This occurrence
was also observed during the daytime when the sun’s rays directly hit a spherical object.
This then generated an inaccurate noise level, and Trial 35 was therefore considered an
outlier.
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3.2. Evaluation of Fruit Harvesting

In order to quantify the efficiency of the harvesting process, the robot was taken to the
orchard and used to harvest apples many times. The harvesting process was run a total
of one hundred times, consisting of fifty trials during daytime conditions and fifty trials
during nighttime conditions.

Based on the data collected, the harvesting efficiency of OrBot is 88% while operating
in daytime conditions and 94% when operating in nighttime conditions. These values were
found by simply calculating the average of the successes and failures. This increase in
the harvesting efficiency of the robot at night can be attributed to the lighting conditions
present during the operation. During the day, there is a large amount of diffused light
present from the sun. This diffused light causes shadows to form around the apples and
trees, which results in suboptimal image quality during the image processing procedure.
These shadows, however, are not present during the night. Since there is no diffused
lighting at night, there is a much greater level of control over the lighting conditions and,
therefore, the number of shadows present in the harvesting area.

The two photography lights are able to reduce the presence of shadows significantly,
allowing for a much higher rate of successful harvesting than can be produced during the
day. These results further solidify the confidence in the selected light parameters that were
discussed previously in Section 3.1.

4. Discussion

As previously mentioned, the two main reasons that hinder the commercialization of
a fruit harvesting robot are the slow harvesting speed and low harvesting efficiency. One of
the ideas that has been proposed is to have the robot operate at night, and human pickers
continue the harvesting operation during the daytime. So, even if the robot is slow, it can
still fill the gap of the labor shortage [16]. Thus, it is imperative to study the harvesting
capability of the robot during nighttime operations.

One of the requirements for nighttime harvesting is artificial lighting, which provides
illumination to the scene. The advantage of using artificial lighting in this case is that
we have control of the lighting intensity and direction [23]. This is compared to daytime
harvesting, in which we are dependent on the sun, its position, and cloud covering. It is
more difficult to control these parameters. The variable lighting condition is one of the
reasons some researchers have developed image processing algorithms that can adapt to
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the variability [24]. However, if we could control lighting, then there is no need to adapt
the image processing.

To use artificial lighting, we have to identify the type of lighting and the parameters
that will be used. Some researchers have used incandescent, fluorescent, and LED light-
ing [24]. One apple harvesting test used incandescent, and another used LED lighting [25].
In this study, we have selected LED lighting with control of the color temperature and
intensity. To determine the parameters for nighttime harvesting, the noise of the images at
different lighting conditions was measured. In one study, it was shown that noise is one of
the challenges encountered when using artificial lighting [26]. The noise brought about by
artificial lighting was generally characterized as Gaussian and also had a salt and pepper
characteristic. A simple area and shape filtering approach can be used to remove this type
of noise. This approach was used in this study. However, if the image processing can be
facilitated at the hardware level, then it simplifies the image processing [27]. This means
that if we can minimize the noise by selecting the lighting parameters, then the image
processing to remove the noise is simplified. The results of our tests showed that a color
temperature of 5600 K and an intensity of 10% had the lowest noise. This was the lighting
condition that was used for evaluating the nighttime harvesting tests and compared with
the daytime harvesting.

The nighttime harvesting had a success harvest rate of 94% compared to the daytime
harvesting success rate of 88%. One of the main reasons for the improved success rate
at night is the ability to control the lighting conditions. Daytime harvesting uses the sun
as the lighting source, where the lighting conditions and direction of the sun are always
changing. With artificial lighting at night, the scene is always front-lighted, and the color
temperature and intensity are constant. In addition, the depth sensor of the robot is not
affected by the artificial lights compared to direct sunlight. We did not encounter any
distance estimation issues at night compared to the daytime. These harvesting results also
prove that the selected artificial lighting parameters are effective.

The next step for the Robotics Vision Lab will be to develop an autonomous harvesting
process. The harvesting process will start the robot from one end of the tree rows. The
robot will then move forward while searching for a fruit. When a fruit is found, the robot
will stop and perform the harvesting operation. Once the fruit is harvested, the robot will
continue its forward motion, searching for another fruit until it reaches the end of the
row. Once it reaches the end of the row, the robot will move back to the starting point.
As it moves back, it still searches for fruit. The reason is that as fruits are removed from
the previous iteration, new fruits will be visible to the robot. This process will be tested
during daytime and nighttime. As the OrBot is already mounted on a platform that can be
autonomously navigated, this harvesting sequence can easily be implemented.

5. Conclusions

A harvesting robot called OrBot was developed to harvest fruits. OrBot is composed
of a 6-DOF manipulator with a customized fruit gripper, a color sensor, a depth sensor, a
personal computer, and a motorized chassis. OrBot was evaluated to harvest at night. It
was found that LED lights with a color temperature of 5600 K and 10% intensity provided
suitable artificial illumination for robotic harvesting. These light parameters yielded the
lowest noise in the image. When OrBot was tested in a commercial orchard using twenty
Pink Lady Apple trees, the robot had a harvesting success rate of 94% at nighttime as
compared to daytime harvesting, yielding 88%. The use of artificial lighting at night
clearly improved fruit recognition, and the depth estimation was not affected by the
artificial lighting.
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