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Abstract: Sugar is an important commodity that is used beyond the food industry. It can be produced
from sugarcane and sugar beet, depending on the region. Prices worldwide differ due to high
volatility, making it difficult to estimate their forecast. Thus, the present work aims to predict the
prices of kilograms of sugar from four databases: the European Union, the United States, Brazil, and
the world. To achieve this, linear methods from the Box and Jenkins family were employed, together
with classic and new approaches of artificial neural networks: the feedforward Multilayer Perceptron
and extreme learning machines, and the recurrent proposals Elman Network, Jordan Network, and
Echo State Networks considering two reservoir designs. As performance metrics, the MAE and MSE
were addressed. The results indicated that the neural models were more accurate than linear ones. In
addition, the MLP and the Elman networks stood out as the winners.

Keywords: artificial neural networks; linear models; sugar price; forecasting

1. Introduction

Sugar is an essential commodity in world trade due to its extensive use in the food
industry. Sugar derivatives are also used to produce biofuels, which are likely to grow in the
next decade [1,2]. When used for food purposes, sugar is mainly produced from sugarcane,
predominantly in tropical and subtropical regions. In temperate regions, the most addressed
raw material is sugar beet [3,4].

Observing the sugar prices in different regions of the world, it is evident that the
global sugar market is extremely fragmented. A high price volatility has been observed
in recent years [5]. The volatile nature of the market is further intensified by the effects of
various support measures that benefit the subsector [6]. It is one of the commodities most
strongly protected by governments, as they seek to protect producers from low prices by
implementing various policy instruments, such as border measures, minimum price levels,
and subsidies [7]. This product may suffer influence from the intern markets due to strict
regulations applied in countries like Russia, India, and China. Note that these countries are
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in the top ranking of the world’s largest producers. Other factors influence the price, such
as import rate and production volume control [8].

As specified by Van der Eng [9], sugar is a crucial commodity for economic develop-
ment. The average annual production is around 1700 million tons, which covers 24 million
hectares of land around the world [10]. In addition, a 15% growth in agricultural production
is expected for the next decade, which can be attributed to improvements in production
and high production intensity, followed by technological innovation [11].

According to the United States Department of Agriculture (USDA), global consump-
tion increased from 171,582 metric tons in 2019/20 to 177,795 metric tons in 2020/21 [12].
Similarly, the per capita sugar consumption is expected to rise due to urbanization and
increased consumption of processed foods [11]. In the USA, the consumption of food
commodities is also expected to grow, mainly due to the population increase [13].

In this sense, understanding the dynamics of sugar prices between the domestic and
international markets is of paramount importance for the success of companies operating
in this sector. It plays a significant role in determining the rate of inflation, wages, salaries
and various policies in an economy. In the case of cash crops such as sugarcane, the level of
production affects the raw material cost and the competitive advantages in the market [14].

The literature on modeling international sugar markets and projecting their prices
tends to use general equilibrium models [6] or partial equilibrium models [15–17]. These
are usually recursive approaches that provide annual market balances for production,
consumption, trade, and world prices over a projection period. Thus, the models aim
to assess the effect of specific policies on the international market and their ability to
incorporate a wide range of policy variables.

Another approach related to sugar price analysis is based on time series
techniques [8,18–21] . In this case, the policy simulation possibilities are relatively nar-
row, but allow us to use data at a much higher frequency level (e.g., daily) than partial or
general equilibrium models. Time series analysis and forecasting is addressed in different
fields of research, such as economics, finance, health, engineering, etc. [22], which is the
focus of the current investigation.

Several models have been suggested in the literature to improve the accuracy of
sugar price forecasting. Ribeiro and Oliveira [23] proposed a hybrid model composed of
artificial neural network Kalman filters to predict the monthly price of sugar in Brazil and
India. Melo, Milioni and Júnior [24] used the Mixture of Local Experts Models (MLEM)
to predict the daily and monthly price of American domestic sugar. Esam [25] applied
the Autoregressive Integrated Moving Average (ARIMA) model to estimate the annual
Egyptian sugar consumption and production. Mehmood [26] also applied the ARIMA
model to predict the annual production of the sugar crop in Pakistan. Vishawajith et al.
investigated the growth or decrease in the sugar crop area in India using annual data and
the ARIMA model [27].

The application, study, and development of forecasting models have been a theme
very much discussed in the last few decades [28], and such discussion has mainly focused
on linear models. The models from the Box and Jenkins family stood out as some of the
most used. However, due to the growing use of neural-inspired approaches, there is still
room for evaluating the performance of nonlinear approaches in many fields, such as
commodities prices. There is an important research gap that deserves to be filled. In this
sense, this paper aims to investigate the use of feedforward and recursive Artificial Neural
Networks (ANNs) as well as linear models for the price of sugar in several countries.
The models addressed are the Multilayer Perceptron (MLP), Extreme Learning Machines
(ELM), Elman Network, Jordan Network, Echo State Networks-ESN, Autoregressive Model
(AR), and Autoregressive Moving and Average model (ARMA) [3,29–31] . The databases
addressed are related to four of the most important markets: the European Union, United
States, Brazil and the World.

Commodity prices broadly influence general price levels, which are of interest to
central databases, policymakers, businesses, and consumers, in such a way that decisions
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depend on their expectations of future inflation. Thus, understanding the price dynamics
between the national and international markets is of great importance for the strategic
planning of the sugar and alcohol sector [9]. This study may effectively help society,
researchers, and scientists working in this area [32].

This paper is organized as follows: Section 2 presents the details of the forecasting
models; Section 3 discusses the database addressed, pre-processing stages and the perfor-
mance metrics used; Section 4 shows the results found by the models and a critical analysis;
finally, this paper is concluded in Section 5.

2. Materials and Methods

Time series forecasting is the process of predicting the future value of time series
based on past observations when the univariate approach is addressed. It is widely
used in organizational environments and presents deep statistical bases [28,33]. Time
series forecasting can be classified into four groups: forecasting based on time series
decomposition, smoothing-based techniques, regression-based techniques, and machine
approaches [34]. This section describes the main concepts of the linear methods and ANNs
addressed.

2.1. Autoregressive Model (AR)

The Autoregressive (AR) model belongs to the Box and Jenkins methodology, which
assumes a linear relationship between the current and past values [28]. More specifically,
the process involves a linear combination of the variable and their own lagged values,
xt−1 + . . . + xt−p, multiplied by a coefficient ϕi and with added noise of at, according to
the Equation (1) [35]:

x̂t =
p

∑
i=1

ϕixt−i + at, (1)

where x̂t is the value predicted at time t and p represents the order of the model.
The AR model presents a closed-form solution to determine the optimal coefficients in

terms of the mean square error, referred to as the Yule–Walker equation. Also, the partial
autocorrelation function (PACF) can be used to calculate the order of the model [36].

2.2. Autoregressive Moving and Average Model (ARMA)

Another commonly used linear method from the Box and Jenkins methodology is
the Moving Averages (MA) model. Unlike Autoregressive (AR), white noise terms at are
combined [37], weighted by the coefficients θi. However, those terms can be modeled as
the errors of the previous predictions’ εt.

In this sense, the Autoregressive and Moving Average models (ARMA) are a combina-
tion of the aforementioned models, as in Equation (2):

x̂t =
p

∑
i=1

ϕixt−i +
q

∑
i=1

θiεt−i + at (2)

in which p and q describe the orders of AR and MA, respectively, i.e., the realization of
series prediction by the ARMA model uses p previous signals and q previous noise.

Unlike the AR model, calculating the coefficients requires the solution of non-linear
equations due to the reinsertion of the error. Thus, maximum likelihood estimators are
addressed, as this is the standard procedure of the literature [28].

2.3. Multilayer Perceptron (MLP)

The Multilayer Perceptron is a feedforward neural network widely used due to its
capability to approximate any nonlinear, continuous, limited, and differentiable function,
being a universal approximator [38]. It is suitable for prediction, clustering, and channel
equalization, among other tasks [39–41].
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An MLP presents at least three layers of artificial neurons: input, hidden, and output
layers. Note that the number of hidden layers can vary. The neurons in a layer are fully
connected with the next one, but neurons of the same layer do not communicate [42].

The training of an MLP is the process of adjusting the weights of the connections
between neurons. The goal is to find the best set of weights based on some error metric,
usually the mean square error. Applying the backpropagation algorithm to determine
all the network weights is common. In this case, the gradient vector of the cost function
formed by the network output and the desired signal is calculated, followed by an iterative
adjustment using the steepest decent gradient [43].

2.4. Extreme Learning Machine (ELM)

The architecture of an Extreme Learning Machine (ELM) is quite similar to the MLP.
The main difference between them is in the training process [44]: while in an MLP, the hid-
den layer and output layer weights are adjusted by non-linear optimization methodologies,
in an ELM, the weights of the hidden layer are randomly generated and kept untuned.
Therefore, only the output layer weights are calculated [45], reducing the computational
effort required during training [46]. The ELM architecture is in Figure 1.

Figure 1. ELM architecture.

Using a constructive approach, the authors demonstrated that the model approximates
any function by inserting new randomly generated neurons [47]. One can observe a direct
relationship between ELM and MLP, the first “unorganized” version of the second, in which
the middle layer is not subject to any adjustment [48].

In this sense, the ELM can approximate any nonlinear, continuous, limited, and dif-
ferentiable mapping with arbitrary precision [47]. The necessary precision is achieved
by inserting new neurons in the hidden layer, increasing the network’s approximation
potential.

The network training consists of a linear regression that addresses the Moore–Penrose
pseudo-inverse method to obtain the optimal values for the synaptic weights [44].

2.5. Elman and Jordan Networks

The Elman network presents a different characteristic from the previous ones: the
existence of recurrent loops. Therefore, it is classified as a recursive architecture. The model
presents a distinct input layer, which presents two parts: the first is the network’s input
layer, and the second is responsible for storing the hidden layer outputs. This second part
is called the context layer, and it contains adjustable synaptic weights. In short, the context
layer stores the outputs produced by the intermediate layers, which are inserted as an input
of the network [42].

Following similar premises, Jordan created the first recurrent neural network based
on an MLP. This network was initially used to recognize time series, but nowadays, it is
possible to find several applications in the literature. Unlike the Elman networks, the con-
text units present synaptic weights and store the outputs produced by the output layer,
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which are used as input together with the current external inputs. For both architectures,
the truncated backpropagation through time is the method most frequently used to train
the models [39,42].

2.6. Echo State Network (ESN)

The Echo State Network (ESN), proposed by Jaeger in 2001 [49], is a recurrent neural
network proposal. ESNs generally comprise three layers: the input, the dynamic reservoir,
and the output layer. The reservoir presents interconnected artificial neurons, generating
a non-linear characteristic. The output layer is responsible for combining the outputs of
the dynamic reservoir [39]. This proposal is as shown in Figure 2. The dynamic reservoir
provides the network with an “internal memory” suitable for time-dependent problems.

Figure 2. ESN architecture.

In Figure 2, Win is the matrix containing the weights of the input layer connections,
W the weights of the reservoir, and Wout the weights of the output layer. The last must
be updated during the training process, while the others (Win, W) are set randomly at the
time of the creation of the network, without any changes [40,49].

The ESN presents similarities to the ELM as the training process is efficient due to the
fast convergence and analytical solution for optimizing the output layer weights. Also, it is
a universal approximation [39].

In this work, two reservoir designs were considered. The first, proposed by Jaeger [49],
consists of a matrix of weights with three possible values randomly defined according to
Equation (3).

W =

{ 0.4 with probability of 0.025,
−0.4 with probability of 0.025,
0 with probability of 0.95.

(3)

The second method considered was proposed by Ozturk et al. [50]. This proposal
generates a reservoir rich in average entropy of the echo states. Furthermore, its eigenvalues
present a uniform distribution in a unit circle, resulting in a canonical matrix according to
Equation (4).

W =



0 0 0 0 . . . 0 −rN

1 0 0 0 . . . 0 0
0 1 0 0 . . . 0 0
0 0 1 0 . . . 0 0
0 0 0 1 . . . 0 0
...

...
...

...
. . .

...
...

0 0 0 0 . . . 1 0


(4)

where r is the radial spectrum and N is the number of neurons in the reservoir.
In his pioneer work, Jaeger enunciated the “echo state propriety”, a mathematical proof

of the existence of memory in an ESN [49]. If this condition is respected, the architecture
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can stand untuned, and the output response will be stable. Ozturk et al. followed these
premises [50].

To achieve the objectives of this research, an investigation was performed by collecting
raw data on sugar prices from four databases: Brazil, the European Union, the United States,
and the world. However, it is necessary to transform the database into approximately
stationary before training the linear models. Note that the performance of nonlinear models
can also be increased using this procedure [39].

The next step is the selection of the inputs, i.e., the previous samples (lags) of the
series combined to perform the output response of the forecasting methods. For the
linear approaches, this means defining the models’ order. This work uses the Partial
Autocorrelation Function (PACF) to guide such selection. Next, the parameters of the
models are calculated, the forecasting is performed, and the seasonal or trend components
are reinserted.

The aforementioned predictors were developed in Java. For all models (AR, ARMA,
MLP, ELM, ELMAN, JORDAN, ESN–Jaeger, and ESN-Ozturk et al.), the predictions were
performed for P = 1, 3, 6, and 12 steps ahead, using the direct method [43,51].

3. Data Analysis and Processing

This section presents the details of the databases used in this work. The historical data
from the European Union, the United States, and the World are available on The World
Bank website [52]. The samples for Brazilian sugar prices were obtained at the Center for
Advanced Studies in Applied Economics-CEPEA [53].

The database from Brazil (Figure 3) corresponds to monthly prices in Reais (R$)
(Brazilian currency) per kilogram and comprises the period from May 2003 to March 2020,
totaling 203 samples. The European Union (Figure 4), the United States (Figure 5), and the
World (Figure 6) databases correspond to monthly prices per kilogram in US dollars (US$)
and comprise the period from January 1960 to October 2019, totaling 718 samples. The series
was collected until March 2020.

Figure 3. Sugar price data—Brazil.
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Figure 4. Sugar price data—EU.

Figure 5. Sugar price data—USA.

Figure 6. Sugar price data—world.



FinTech 2024, 3 223

Figures 7–10 present the STL decomposition of each series into trend, seasonality and
residual components [54].

Figure 7. Decomposition—Brazil.

Figure 8. Decomposition—EU.
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Figure 9. Decomposition—EUA.

Figure 10. Decomposition—world.

In order to detect the presence of the trend component, the Kendall test was applied
for each series. This component was detected only in the United States series. Thus,
the differentiation method made the series approximately stationary [28].

Seasonality can be identified using the Friedman test [28]. It was found that all series
were not stationary because they present seasonal components. In this sense, applying an
adjustment that excludes the seasonal influences is required. After this process, the series



FinTech 2024, 3 225

becomes approximately stationary, presenting zero mean and unitary standard deviation,
which are mandatory for applying the linear methods. The seasonal adjustment function
used in this work was the Z-Score, given by Equation (5):

zt,s =
xt,s − µs

σs
(5)

in which zt,s is the new adjusted price, xt,s represents the original sugar price in time t, µs is
the mean, σs is the standard deviation, and s = 1, ..., 12 is the seasonality index (in this case,
the index of each month) [43].

Next, Figures 11 and 12 were expanded upon to analyze the autocorrelation function
(ACF) and partial autocorrelation function (PACF) of each series, respectively. To achieve
this, we considered up to 80 lags and the adjusted series.

The ACF of the E.U. and USA present a slow and constant decay, considering the
decrease in the correlation of the samples. On the other hand, the ACF of the World and
Brazil show an exponential decay. These formed functions present characteristics analogous
to those of a combination of sine and damped exponentials, indicating that the generating
process is associated with an autoregressive model [28].

Regarding the PACF, the E.U. series presents up to 6 significant lags, the highest value.
The other series are limited to 4 lags [28].

Figure 11. Autocorrelation Function.

To perform the experiments, a separation in the dataset was split into three groups-
training, validation, and testing–in which the temporal order is respected. The first 66.67%
were used for training, the following 17.01% for validation, and the last 16.32% for test-
ing. Such separation is necessary for the application of Artificial Neural Networks. It is
unnecessary for the AR and ARMA models to carry out validation, so the training and
validation sets were used to adjust the models. This way, the test set presents the same size
and samples for all experiments.
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Figure 12. Partial Autocorrelation Function.

The wrapper method was used to select the most relevant inputs for the ANNs, which
performs a systematic search for the best variables [41]. An exhaustive search was carried
out for the AR and ARMA models, considering up to order 6. Table 1 presents the selected
lags for the ANNs, the p order of the AR models, and the p and q orders of the ARMA
models, considering the four series addressed. In Table 1, the inputs are problem-dependent,
meaning that the best entries often differ when using the wrapper methodology.

Table 1. Input lags for each model according to the database.

Series Models

Brazil

AR p = 3
ARMA p = 1, q = 6

MLP (1, 2)
ELM (1, 2, 3, 5)

Elman (1, 2)
Jordan (1, 2, 6)

ESN-Jaeger (1, 2, 3)
ESN-Ozturk et al. (1, 2, 4, 5)

European Union

AR p = 1
ARMA p = 1, q = 2

MLP (1, 5)
ELM (1, 5)

Elman (3, 5)
Jordan (1)

ESN-Jaeger (1, 5)
ESN-Ozturk et al. (1, 3)

United States

AR p = 2
ARMA p = 1, q = 6

MLP (1, 6, 5, 4)
ELM (1, 4, 5, 2)

Elman (3, 1, 4)
Jordan (1, 2, 3, 4, 5)

ESN-Jaeger (1, 5)
ESN-Ozturk et al. (1)
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Table 1. Cont.

Series Models

World

AR p = 3
ARMA p = 2, q = 4

MLP (1, 2)
ELM (1, 2)

Elman (1, 2)
Jordan (1, 2)

ESN-Jaeger (1, 2, 4)
ESN-Ozturk et al. (1)

Performance Assessment

To evaluate the results obtained some of the error metrics most frequently used
in forecasting tasks are addressed: Mean Absolute Error (MAE), Mean Squared Error
(MSE) [41,43]. They are given by the Equations (6) and (7):

MAE =
1
n

n

∑
i=1

|ei| (6)

MSE =
1
n

n

∑
i=1

e2
i (7)

in which |ei| represents the absolute error, that is, the difference between the predicted
value and the real value for n samples.

4. Results and Discussion

This section presents and discusses the forecasting results achieved for Brazil, the Eu-
ropean Union, the United States, and world sugar prices. The forecasting methods are
shown in Section 2.

To determine the number of neurons for the unique hidden layer of each neural net-
work, a grid search considering from 5 up to 50 neurons was performed for each architecture.
Also, 30 independent rounds of simulation were executed for the neural models.

Tables 2–5 show the best result of the test set for 30 rounds, considering 1-, 3-, 6-
and 12 steps-ahead forecasting, respectively. In these tables, NN denotes the number of
neurons in the hidden layer of the best configuration. The values in bold represent the most
minor errors for each database.

The Wilcoxon test was applied to the results regarding the MSE in the test set. The
p-values achieved were close to zero (below 10−6). Therefore, we can assume that changing
the predictor implies a significant change in the results [29].

It is possible to notice that as the forecasting horizon increases, there is a tendency
for errors to increase. This is partly due to the decreasing correlation between the desired
inputs and outputs. Figure 11 reveals this behavior, as the lags are less correlated as
the temporal distance among the samples increases. Also, the best predictor for MSE
is often different for MAE. This behavior can occur since the used metrics penalize the
difference between the desired response and the model’s output differently. The MSE
strongly penalizes the highest differences, since it uses the square operation. This was
observed in previous studies on time series forecasting [40,41].
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Table 2. Errors achieved by the forecasting models considering 1 step-ahead prediction.

Error Metric Brazil E. Union USA World

AR
MSE 0.006619 0.000085 0.000507 0.000862
MAE 0.062140 0.006841 0.016897 0.021225

ARMA
MSE 0.029678 0.000089 0.001591 0.002554
MAE 0.131995 0.007073 0.029961 0.036826

MLP

NN 10 20 20 20
MSE 0.007094 0.000119 0.000497 0.000838
MAE 0.059427 0.008800 0.016724 0.020473

ELM

NN 10 15 15 5
MSE 0.006787 0.000080 0.000505 0.000807
MAE 0.062698 0.006924 0.017099 0.020540

ELMAN

NN 5 15 15 5
MSE 0.007562 0.000303 0.001007 0.000907
MAE 0.061830 0.013766 0.024728 0.021884

JORDAN

NN 10 20 20 5
MSE 0.008757 0.000109 0.000525 0.000810
MAE 0.074623 0.008644 0.017555 0.020608

ESN-Jaeger

NN 5 20 20 5
MSE 0.006590 0.000083 0.000477 0.000786
MAE 0.061112 0.007209 0.016723 0.020070

ESN-Ozturk et al.

NN 10 20 20 5
MSE 0.007216 0.000088 0.000474 0.000808
MAE 0.068246 0.007391 0.016793 0.020520

Table 3. Errors achieved by the forecasting models considering 3 steps-ahead prediction.

Error Metric Brazil E. Union USA World

AR
MSE 0.039494 0.000312 0.001990 0.003883
MAE 0.147834 0.013943 0.033760 0.044318

ARMA
MSE 0.061513 0.000322 0.003346 0.004903
MAE 0.189204 0.013977 0.043025 0.051552

MLP

NN 10 20 10 20
MSE 0.044594 0.000595 0.001825 0.003931
MAE 0.158258 0.019043 0.030379 0.045695

ELM

NN 10 15 20 5
MSE 0.049601 0.000287 0.002048 0.003379
MAE 0.179047 0.013966 0.034950 0.042695

ELMAN

NN 5 5 5 5
MSE 0.038662 0.000323 0.004625 0.018931
MAE 0.146455 0.013696 0.059707 0.112465

JORDAN

NN 10 20 10 5
MSE 0.089699 0.000519 0.002136 0.004182
MAE 0.249985 0.018776 0.033911 0.048144

ESN-Jaeger

NN 5 20 10 5
MSE 0.047391 0.000371 0.003045 0.005412
MAE 0.175008 0.015139 0.039209 0.052192

ESN-Ozturk et al.

NN 10 5 10 5
MSE 0.147545 0.000336 0.003698 0.004861
MAE 0.30956 0.014135 0.044612 0.051995



FinTech 2024, 3 229

Table 4. Errors achieved by the forecasting models considering 6 steps-ahead prediction.

Error Metric Brazil E. Union USA World

AR
MSE 0.069570 0.000842 0.004466 0.007233
MAE 0.203588 0.022235 0.048016 0.064934

ARMA
MSE 0.098970 0.000910 0.007033 0.007155
MAE 0.247330 0.022679 0.061677 0.063863

MLP

NN 10 20 10 20
MSE 0.070732 0.001899 0.003691 0.008879
MAE 0.215856 0.032507 0.043801 0.076295

ELM

NN 10 15 20 5
MSE 0.113170 0.000965 0.005450 0.006052
MAE 0.254439 0.022597 0.055213 0.059288

ELMAN

NN 5 5 5 5
MSE 0.061191 0.000714 0.015102 0.030949
MAE 0.200087 0.021226 0.109164 0.146331

JORDAN

NN 10 20 10 5
MSE 0.105431 0.002166 0.004839 0.007149
MAE 0.269862 0.036479 0.053072 0.067726

ESN-Jaeger

NN 5 20 10 5
MSE 0.104836 0.000940 0.005469 0.006602
MAE 0.255797 0.023434 0.053360 0.058841

ESN-Ozturk et al.

NN 10 5 10 5
MSE 0.090718 0.000631 0.007490 0.007044
MAE 0.246907 0.020141 0.064420 0.064654

Table 5. Errors achieved by the forecasting models considering 12 steps-ahead prediction.

Error Metric Brazil E. Union USA World

AR
MSE 0.110062 0.001794 0.012535 0.010816
MAE 0.266367 0.031970 0.080744 0.087272

ARMA
MSE 0.206422 0.002089 0.018941 0.011183
MAE 0.354384 0.033624 0.102893 0.085991

MLP

NN 10 20 10 20
MSE 0.088511 0.005846 0.010390 0.019925
MAE 0.250843 0.061302 0.079191 0.119357

ELM

NN 10 15 20 5
MSE 0.143246 0.002846 0.020397 0.008954
MAE 0.295927 0.037536 0.110122 0.078879

ELMAN

NN 5 5 5 5
MSE 0.092892 0.001403 0.035525 0.042697
MAE 0.247383 0.029694 0.170243 0.180500

JORDAN

NN 10 20 10 5
MSE 0.120846 0.006725 0.017571 0.013186
MAE 0.276443 0.065225 0.086754 0.097899

ESN-Jaeger

NN 5 20 10 5
MSE 0.146639 0.002292 0.028207 0.009144
MAE 0.300721 0.034410 0.100293 0.076992

ESN-Ozturk et al.

NN 10 5 10 5
MSE 0.128009 0.001043 0.014985 0.009644
MAE 0.291028 0.026485 0.094392 0.081244
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By analyzing the values highlighted in bold, it is possible to observe that the linear
models (specifically the AR) were the winners, only considering one step ahead of the
European Union and the MAE. Furthermore, the ARMA and the Jordan network did not
show the best results for any scenario.

Observing Table 2, it was noted that the Elman and Jordan networks did not present
highlighted results. However, the other recurrent proposal, ESN, created by Jaeger and
Ozturk et al., achieved the smallest MSE for three of four series and the best MAE for the
world series. The other cases favored the MLP (best MAE for Brazil and the USA) and
ELM (best MSE for the EU). In summary, considering the MSE, the most-used metric for
forecasting purposes, the unorganized approaches (ELM and ESN) stood out. This is an
interesting finding, since these methods are simple to implement and fast to adjust.

The results were different for three steps-ahead prediction. The ELM and Elman
performed better, except for the USA, in which the MLP achieved the best errors.

Regarding the six- and twelve steps-ahead horizon, a pattern was observed. The El-
man network, ESN-Ozturk et al., and MLP achieved the smallest errors for both metrics
considering the Brazil, EU, and USA datasets, respectively. ELM and ESN-Jaeger were the
best for the world dataset.

In order to show the general ranking of the models, Table 6 was created based on
Borda Count Methodology [55] , considering all forecasting horizons. In this case, “N. wins”
means the number of wins each model achieved.

The linear models (AR and ARMA) achieved just one best result. This observation
was expected since neural models are nonlinear techniques capable of approximating any
dataset with a small error. The approach is more flexible than linear structures due to the
presence of the nonlinear activation functions in the hidden layer, justifying their wide
application in time series prediction [41,51,56]. However, it is essential to mention that the
ANNs must be carefully adjusted to avoid overtraining. In this case, the model may “learn”
the training samples, but it becomes unable to generalize or indicate a suitable response for
unknown samples (test).

Table 6. Ranking of applied models considering all bases and different forecast horizons.

Models 1 Step 3 Steps 6 Steps 12 Steps N. WinsMSE MAE MSE MAE MSE MAE MSE MAE

AR 1 1
ARMA 0

MLP 2 1 1 1 1 1 1 8
ELM 1 2 1 1 1 6

ELMAN 1 2 1 1 1 1 7
JORDAN 0

ESN-Jaeger 2 1 1 1 5
ESN-Ozturk 1 1 1 1 1 5

Considering the general results of the ANNs, the Jordan network did not perform
well. This is remarkable, since the Elman network, which presents a structure with a high
similarity to the Jordan proposal, was the best for many cases. Indeed, the delayed output
of the hidden layer seems to present more useful information in the composition of the
formation of the response of the model than the output response.

The MLP was the architecture that achieved the best results, followed by the Elman
network. As can be observed, the results are miscellaneous, but the Elman network was
the best for multistep forecasting for Brazil, as well as the MLP for the USA.

The unorganized approaches performed well, too. We highlight the ESN-Jaeger for
one step ahead and the ELM for three steps ahead. This is a good indication, since these
methods are more accessible in adjusting the parameters, and there is no instability in the
response due to a vanishing gradient, as in classic RNN approaches [42]. These results are
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interesting because they corroborate the findings of previous studies that dealt with daily
samples [3].

Finally, Figures 13–16 present the output of the best predictor according to the MSE,
considering one step-ahead forecasting for the test set of Brazil, the European Union, the
United States, and the world, respectively.

Figure 13. Brazil actual × predicted.

Figure 14. EU actual × predicted.
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Figure 15. USA actual × predicted.

Figure 16. World actual × predicted.

5. Conclusions

This study investigated the application of several models to predict the sugar prices
from four databases: Brazil, the European Union, the United States, and the world databases.
This is an essential task, as sugar is present in several sectors of the economy. Also, it
presents a fragmented global market, which is evident from its high volatility.

For this purpose, several prediction methods were evaluated: linear methods (AR and
ARMA) and Artificial Neural Networks (MLP, ELM, Elman, Jordan, ESN-Jaeger, and ESN-
Ozturk et al.). In this case, the Wrapper method selected the number of inputs of each model.
Furthermore, different forecast horizons were considered: P = 1, 3, 6, and 12 steps ahead.

In general, the computational results show superior performance for the neural models.
This is unsurprising, since real-world problems are often complex, with linear and nonlinear
components. The ability of these methods to process nonlinear information is one of the
most important advantages of ANN compared to traditional statistical approaches.

For future investigations, it is suggested to investigate the application of combination
models, such as Ensembles and Hybrid Models, based on Error Correction. In addition,
using deep neural models is an interesting possibility, mainly applying Long Short-Term
Memory (LSTM) networks due to the encouraging results in forecasting tasks reported
in the literature [57–60]. Finally, a comparison of the findings of this work and the use of
equilibrium models should be evaluated.
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