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Abstract: Within the current process of large-scale dairy-cattle breeding, to address the problems of
low recognition-accuracy and significant recognition-error associated with existing visual methods,
we propose a method for recognizing the feeding behavior of dairy cows, one based on an improved
RefineMask instance-segmentation model, and using high-quality detection and segmentation results
to realize the recognition of the feeding behavior of dairy cows. Firstly, the input features are better
extracted by incorporating the convolutional block attention module into the residual module of
the feature extraction network. Secondly, an efficient channel attention module is incorporated into
the neck design to achieve efficient integration of feature extraction while avoiding the surge of
parameter volume computation. Subsequently, the GIoU loss function is used to increase the area
of the prediction frame to optimize the convergence speed of the loss function, thus improving the
regression accuracy. Finally, the logic of using mask information to recognize foraging behavior
was designed, and the accurate recognition of foraging behavior was achieved according to the
segmentation results of the model. We constructed, trained, and tested a cow dataset consisting of
1000 images from 50 different individual cows at peak feeding times. The method’s effectiveness,
robustness, and accuracy were verified by comparing it with example segmentation algorithms such
as MSRCNN, Point_Rend, Cascade_Mask, and ConvNet_V2. The experimental results show that
the accuracy of the improved RefineMask algorithm in recognizing the bounding box and accurately
determining the segmentation mask is 98.3%, which is higher than that of the benchmark model
by 0.7 percentage points; for this, the model parameter count size was 49.96 M, which meets the
practical needs of local deployment. In addition, the technologies under study performed well in a
variety of scenarios and adapted to various light environments; this research can provide technical
support for the analysis of the relationship between cow feeding behavior and feed intake during
peak feeding periods.

Keywords: RefineMask; instance segmentation; feeding behavior; behavioral recognition

1. Introduction

Feeding behavior is one of the primary behaviors affecting dairy cows’ growth, de-
velopment, and lactation performance [1,2]. Feeding time is an essential indicator of an
individual cow’s health status and a necessary basis for evaluating feed utilization and
feeding efficiency, as well as a adjusting the decision-making processes of dairy farms [3–6].
Kazemi et al. investigated a model for the relationship between cow feeding-behavior
and cow yield, and the experimental results showed that cow feeding time was positively
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correlated with cow milk production [7]. Martins et al. outlined the relationship of in-
flammation to metabolism and nutrition in dairy cows, noting that metabolic disorders
are closely related to cow feeding-behavior [8]. Therefore, effective monitoring of cow
feeding-behavior can provide a basis for evaluating cow health, which positively impacts
the sustainability and economic efficiency of dairy farming [9,10]. Traditional monitoring
of the feeding behavior of dairy cows mainly relies on manual tracking, which is inefficient
and costly, and cannot guarantee the accuracy of this method [11].

With the continuous development of modern animal husbandry, precision farming
with modernized farming operation technology and management has gradually received
the attention of researchers, and the recognition of the accuracy of the feeding behavior of
dairy cows has become a bottleneck, restricting precision feeding [12–14]. Large-scale cattle
farms rely on traditional methods to obtain only a rough idea of how the herd is being
fed. We need intelligent monitoring methods to identify cow behavior for fine-grained
feeding [15–18]. The three main types of contact sensors include sound sensing, pressure
sensing, and acceleration sensing [19]. Stygar et al. investigated collars with pressure
sensors to monitor dairy cows’ ruminating times, feeding times, and resting times. The
pressure sensor collars were embedded with an intelligent algorithm which used the fre-
quency of temporal fossa vibration during feeding to recognize feeding behavior with high
recognition accuracy [20]. Navon et al. collected sound data generated by the movement
of cows’ upper and lower jaws through sound sensors and used an algorithm to remove
noise for sound classification [21]. In addition, Zambelis et al. identified feeding behavior,
using acceleration ear tags, with over 95% accuracy [22]. The accuracy of contact sensors
meets the criteria for identifying the feeding behavior of cows. Still, research exists that
suggests that contact devices have some limitations, such as the potential for skin abra-
sions and device-loss issues with wearable devices [23]. Stephanie Buijs et al. evaluated
the effects of head- and neck-mounted wearables on cows by designing a 2×3-week exper-
iment and found that the milk yield and milk lactose content of cows were significantly
reduced [24]. Wearables that pose a risk to welfare or productivity are therefore unlikely to
be widely used.

Within today’s wide application of new-generation artificial intelligence technology,
the vision-based dairy cow feeding-behavior recognition method can avoid negative im-
pacts on dairy cow production and save the cost of human observation, a fact which is
expected to realize large-scale promotion [25,26]. Porto investigated target detection al-
gorithms used to identify behaviors such as lying down, head milking, eating, drinking,
and standing in dairy cows, and the results showed that the recognition accuracy levels for
drinking and eating were low. It can be seen that it is difficult for the target detection model
to achieve better recognition of interactive behaviors such as drinking and eating [27].
Yu Zhenwei et al. improved the model’s deep learning and feature extraction enhance-
ment. They enriched the scale semantic feature interactions by replacing the CSPDarknet
backbone with the independently designed DRNet backbone using multi-feature scales
and a spatial pyramid aggregation (SPP) structure based on the YOLOv4 algorithm [28].
Bai Qiang et al. proposed an improved multi-scale behavior recognition method for dairy
cows in YOLOV5s. In this study, a new idea was suggested, that of achieving the recog-
nition of cow feeding-behavior based on the target detection results for the cow’s head
and the feed pile, which achieves an improvement of the recognition effect as to the cow’s
feeding behavior and breaks through the bottleneck of the low accuracy of the existing
target detection methods for the recognition of interactive behaviors [29]. In the above
study, it isn’t easy to ensure the accuracy of direct identification of the feeding behavior of
cows, and the error in calculating feeding time is extremely high. There is also room for
improvement in the recognition method based on the target detection results because the
arching action of cows during the feeding process leads to highly irregular feed accumu-
lations [30,31]. The location information generated by the target detection method is not
sufficiently fine to accurately identify the feeding behavior of cows, so it is necessary to rely
on more precise instance segmentation methods to determine the location information [32].
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Bello et al. achieved average recognition accuracies of up to 93.34%, 88.03%, and 93.51%
for dairy cows’ eating, activity-based, and resting behaviors, using the MaskRCNN seg-
mentation method. Still, the quality of the masks for intensive feeding scenarios needs to
be improved [33]. The RefineMask algorithm predicts mask information more accurately,
compared to classical segmentation methods, and the segmentation detector head added
on top of the original detector is more suitable for the segmentation task of predicting
boundaries, although underutilization of global feature information is caused by its en-
hanced boundary perception [34]. Large-scale cattle farms adopt centralized spreading,
which causes interference associated with other heads during the peak feeding period
and produces high background noise in the feeding area, so it is necessary to improve the
model’s sensory field and feature extraction capability to achieve accurate segmentation of
heads and piles.

Aiming at the problem of the low accuracy of existing vision methods as to recognizing
the feeding behavior of cows in group feeding environments, this study develops a process
that combines the attention mechanism with backbone networks and feature pyramids.
The best base segmentation model is selected by using the cow feeding-behavior dataset in
the group feeding scenario. The feature extraction, feature fusion, and loss function parts
of the base model are optimized to improve the accurate segmentation of the cow’s head
and the feed pile, and ultimately to achieve the high-precision recognition of the cow’s
feeding behavior.

2. Materials and Methods
2.1. Data Sources

From February 2023 to September 2023, video data were collected from the peak feed-
ing periods of dairy cows at the Yanqing Dadi Qunsheng Dairy Farming Base in Beijing,
China. The study’s scenario was limited to a real farming scene, and the filming time was
limited to the end of spreading, when the cows were at their peak feeding period. To ensure
the generalizability of the algorithm to real farming scenarios, the dataset has the following
properties: (1) Postural variability, which includes head-on and head-down views of forag-
ing behavior to ensure the diversity of the sample data. (2) Light variability, which describes
feeding behaviors under different light conditions, such as daytime with light, daytime
without light, and night, to avoid the interference of light in the model’s performance.
(3) Contextual variability, the inclusion of in-house and out-of-house feeding behaviors,
enhances a model’s adaptability to variable environments. Under the above conditions, a
full-color cartridge network camera (DS-2CD3T87WDV3-L, Hikvision, Hangzhou, China)
with a focal length of 6 mm, 8 megapixels, a resolution of 3840 pixels × 2160 pixels, and a
frame rate of 20 fps was used as the leading collection device. A distortion-free handheld
digital video camera (FDR-AX45A, Sony, Tokyo, Japan) with a focal length of 35 mm and
8 megapixels was used as a supplementary acquisition device to capture video data on the
feeding behavior of cows with a resolution of 3840 pixels × 2160 pixels and a frame rate
of 25 fps. In summary, in accord with the filming requirements, it was proposed to set up
HD cameras in different feeding environments, with lenses ranging from 1.5 m to 2.5 m
from the fronts of the feeding cows, filming two viewpoints, front view (at a height of 1.2 to
1.6 meters) and elevation view (at a height of 0.4 to 0.6 meters), and continuously capturing
video data during multiple periods during the daytime and nighttime; the captured images
were all RGB-colored images, and the captured video was stored on a hard disk recorder
(NVR, the HIKVISIONDS-8832N-K8, Hikvision, Hangzhou, China), as shown in Figure 1.

Data on cow feeding-behavior are shown explicitly in Figure 2, demonstrating exam-
ples of cow feeding-behavior under different angles, times, and backgrounds. Figure 2a,b
show cow feeding-behavior under different angular viewpoints during the daytime,
Figure 2c shows cow feeding-behavior during the nighttime, Figure 2d,e reflect the differ-
ences in lighting in indoor environments, and Figure 2f shows the outdoor cow feeding area.
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Figure 1. Environmental map of dairy-cattle-feeding data collection: (1) HD camera; (2) Feed trough; 
(3) Cow; (4) Fence; and (5) NVR. 
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2.2. Dataset Production 
To improve the model’s generalization ability and reduce the similarity of the images 

in the dataset, the acquired video data of cow feeding-behavior is first pre-processed, and 
the cow feeding video is converted into image data by inter-frame interception. In order 
to investigate the optimal solution for video frame-by-frame interception, videos in mul-
tiple scenes are converted into images frame-by-frame and composed into image pairs 
according to different interval frames; a total of 3000 image pairs are obtained. The MSE 
(mean squared error) algorithm (1) and PSNR (peak signal-to-noise ratio) algorithm were 
used to calculate Equation (2), in order to characterize the similarity of the two images 
and plot the correlation curves. The larger the MSE value, the larger the mean square error 
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Figure 2. Cow feeding-behavior data.

2.2. Dataset Production

To improve the model’s generalization ability and reduce the similarity of the images
in the dataset, the acquired video data of cow feeding-behavior is first pre-processed, and
the cow feeding video is converted into image data by inter-frame interception. In order to
investigate the optimal solution for video frame-by-frame interception, videos in multiple
scenes are converted into images frame-by-frame and composed into image pairs according
to different interval frames; a total of 3000 image pairs are obtained. The MSE (mean
squared error) algorithm (1) and PSNR (peak signal-to-noise ratio) algorithm were used to
calculate Equation (2), in order to characterize the similarity of the two images and plot
the correlation curves. The larger the MSE value, the larger the mean square error of the
two images and the lower the degree of similarity of the pictures. The lower the PSNR, the
smaller the peak signal-to-noise ratio and the higher the distortion of the second image
compared to that of the first image.

MSE =
1

M·N ∑M
i=1 ∑N

j=1 (I(i, j)− K(i, j))2 (1)

PSNR = 10· log10(
MAX2

I
MSE

) (2)

In Equation (1), where M and N denote the length and width of the image, respectively;
I(i, j) and K(i, j) denote the component grey values corresponding to the red, blue, and
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green color channels in the pixels where the corresponding points are located in the two
images, respectively; and in Equation (2), where MAXI represents the maximum number
pixels in the image with grey values.

As can be seen from Figure 3, when the frame interval reaches 600 frames, the MSE
dot-plot no longer surges, and the PSNR curve maintains fluctuations within a specific
range, so it was finally determined to remove image redundancy by drawing a frame every
600 frames. After removing the redundant images, the training set, validation set, and test
set of the cow feeding-behavior data were divided according to 8:1:1, and 800 training sets,
100 validation sets, and 100 test sets were obtained.
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Figure 3. Interval frames with corresponding MSE values and PSNR values.

Cows feed with their heads outside the restriction fence and come into contact with
the feed pile, so labeling information was defined for the feed pile and cow head data.
Labeling the dataset according to the definitions in Table 1 resulted in 4291 cow head labels
and 1581 feed trough labels.

Table 1. Definition of labels for the dairy cow feeding behavior dataset.

Label Category Label Description Label Name Number

Cow’s head Cow head area outside the restriction fence head 4291
Feeding trough Banded irregular feed pile below limit fence feed trough 1581

2.3. Data Enhancement

A mosaic approach was employed to enhance the data on cow feeding-behavior to
improve model generalization under different light and at different scales. As shown in
Figure 4, the process randomly selects and resizes four images from the dataset to obtain
an image with dimensions of 800 pixels by 800 pixels. By stitching four images together,
an image with dimensions of 1333 pixels by 800 pixels is obtained. Following the affine
transformation of the stitched image, mosaic enhancement is achieved by random panning,
scaling, cropping, etc.

Finally, the randomly selected images were flipped horizontally to obtain a scale-
transformed, more generalized dataset of cow feeding behavior, which was preprocessed
as shown in Table 2.

Table 2. Dairy cow feeding-behavior dataset.

Number of Videos Number of Images Image Enhancement Methods Image Resolution

Training set 192 800 Mosaic enhancement 3840 pixels × 100 pixels
Validation set 24 100 Mosaic enhancement 3840 pixels × 100 pixels

Test set 24 100 Mosaic enhancement 3840 pixels × 100 pixels
Total 240 1000 Mosaic enhancement 3840 pixels × 100 pixels
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3. Recognition of Feeding Behavior in Dairy Cows
3.1. RefineMask Network Structure

RefineMask is a model that focuses on improving the boundary segmentation accuracy
in the instance segmentation algorithm, and which has high recognition precision and good
boundary segmentation effects and meets the requirement for high quality of feed-pile
boundary segmentation in the recognition of feeding-behavior of dairy cows, so RefineMask
was chosen as the base model. The RefineMask network structure consists of three parts:
feature extraction, feature pyramid network, and prediction branch.

The feature extraction part of the model adopts the ResNet50 structure to downsample
the input features, explicitly using the Conv_N structure consisting of stacked multiple
CBR modules to construct the multilayer residual mapping. In this case, each CBR module
avoids gradient vanishing and gradient explosion through the chain rule, which ensures
computational efficiency while reducing the use of parameters. Meanwhile, due to the
irregular shape of the feed pile, which increases the difficulty of semantic information
integration, the feature pyramid network can be used to aggregate semantic information
from multiple layers effectively. The semantic information obtained layer by layer from the
feature extraction part is convolved, upsampled, summed, and maximally pooled to obtain
five feature maps at different scales. To ensure the diversity of fused features, the network
structure combines low-resolution, robust semantic features with high-resolution, weaker
semantic features. In addition, the cow feeding-behavior recognition method is based on
high-quality pixel-level segmentation of the cow head and the cow pile, which requires a
high level of perception of the segmentation boundary. Therefore, using a semantic fusion
module (SFM) in the prediction branch, which fuses four feature maps containing different
semantic information, can improve the network’s ability to predict the details of the mask
boundary. This branch utilizes the semantic header and the mask header. It undergoes an
upsampling operation to obtain features of larger size, an aspect which is suitable for the
boundary prediction of irregular feed piles.

3.2. Improvement of the RefineMask Dairy Cow Feeding-Behavior Recognition Model

The mask prediction ability of the RefineMask base model is relatively excellent.
However, in the face of complex scenarios and background noise interference in the feeding
environments of dairy cows, the model still suffers from the problems of limited sensing
of the backbone network, insufficient integration of features, and inaccurate positioning
of the detection box of the model. To ensure the accuracy of the judgment of cow feeding-
behavior, this study improved RefineMask by integrating the channel and spatial attention
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mechanism into the residual mapping structure of ResNet to enhance the feature extraction
capability. After that, we designed feature enhancement modules to optimize high-level
semantic features in the feature pyramid network. In addition, the loss function and detection
frame generation are optimized to speed up model convergence. In Figure 5, the location of the
improvements is indicated by a red box. The improved model is named RefineMask-CEG.
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When the cow feeding image is fed into the RefineMask-CEG model, the low-level
semantic information and high-level semantic information of the image are extracted layer
by layer by the improved CB_Conv module, and five feature maps, C1, C2, C3, C4, and C5,
at different levels, are finally generated. Then, the feature maps containing different levels
of semantic information are fed into the feature pyramid network of the fused ECA_Conv
module to achieve different levels of semantic feature aggregation to recognize cow heads
and feed piles at different scales. Finally, the aggregated multi-scale feature maps are
fed into the prediction branch, and the improved IoU Loss function effectively correlates
the four-point coordinates of the model detection frames to obtain the accurate detection
frames of the cow head, the feed pile, and the prediction masks.

3.2.1. Feature Extraction Layer Fusion Convolutional Block Attention Module

The aim of this section of the paper is to address the accurate segmentation of cow
heads and feed pile edges in the context of a complex dairy farm environment, which
poses significant challenges to the segmentation model. Specifically, the model must have
strong feature extraction capability while suppressing cluttered background interference
information. This study incorporates channel and spatial attention mechanisms into the
feature extraction network structure, constructs the CB_Conv module with strong feature
extraction capability, and adaptively learns the attention weights of different semantic
layers. The location of the CB_Conv module is shown in Figure 6a, which obtains the
global statistical information of each channel by using global average pooling and global
maximum pooling and optimizes the multilayered semantic information by expanding
the perceptual field of the model, which can effectively solve the problem of insufficient
bullhead feature extraction under the influence of background noise. It includes multiple
components such as Faltten, Liner, ReLU, CBR, etc. The global and local information
associated with cow feeding images can be better learned by using average pooling to
obtain aggregated spatial information and maximum pooling to collect essential features.

The overall flow is shown in Figure 6b, where the feature F ∈ RC∗H∗W is obtained from
the output of BottleNeck1. A one-dimensional convolutional operation is performed on the
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features. Global average pooling and global maximum pooling are used to obtain global
statistical information for each channel, respectively. Then, the resulting feature maps are
processed using a shared multilayer perceptron (Shared MLP), and the results are summed
up. In this process, the number of channels is compressed to 1/r times the original number
of channels and then expanded to the actual number of channels, and weight parameters
with coefficients ranging from 0 to 1 are obtained after an activation function. Finally, the
weight coefficients are multiplied with the original feature map to change back to the size
of C ∗ H ∗ W to obtain the feature map Mc(F). This is accomplished by:

Mc(F′) = σ(MLP(AvgPool(F)) + MLP(MaxPool(F))) (3)

In Equation (3), F denotes the input feature, and MLP is a multilayer perceptual
machine. The σ is the affine transformation in which the pixel points in each layer of
the spatial feature are given different weights. Furthermore, the AvgPool is the average
pooling, and the MaxPool is the maximum pooling.

Subsequent features will be fed into the pooling layer to complete the spliced feature
map, and the feature map will be obtained through a 7 × 7 convolution operation with
activation function Ms(F). This is performed by:

Ms(F′′) = σ( f 7×7([AvgPool(F′); MaxPool(F′)])) (4)

In Equation (4), where F′ denotes the feature map after channel attention weighting,
the f 7×7 represents a convolution operation of size 7 × 7. In addition, the σ refers to the
capture-channel-dependent feature transformation.

Finally, the resulting feature map is fed into BottleNeck2 to form a complete
CB_Conv module.
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3.2.2. Feature Fusion Partially Incorporates an EFFICIENT Channel Attention
Convolution Structure

The convolutional-neural-network forward process contains more semantic informa-
tion and less feature information in deeper networks, while the opposite is true for shallow
networks. Therefore, in order to obtain more feature information and semantic information
for targets at different scales, improving the feature fusion part is a common means. The
main targets recognized by the model in this study include the cow’s head and the feed
pile. Due to the smaller scale and higher resolution of the cow head and the larger scale
and lower resolution of the fodder pile, the original feature pyramid network structure
is unable to effectively characterize the cow head and the fodder pile at different scales
simultaneously through a single-layer feature map. The simple fusion of shallow and
deep feature information can improve the recognition accuracy for cows’ heads and feed
piles, but it will increase the parameter calculation of the network, and it is difficult to
ensure that the recognition accuracy of cow head and feed pile is maintained in balance. To
address the above problems, in this study, an improved attention mechanism block based
on an excitation network (ECANet) and named ECA_Conv block is proposed to capture
long-distance dependencies, one which utilizes each channel and its k neighbors to capture
local cross-channel interaction information.

The ECA_Conv module consists of CBR, SoftMax, and convolutional layers as shown
in Figure 6c; the feature map F ∈ RC∗H∗W outputs the convolutional blocks stacked by
CBR. After a one-dimensional convolution operation followed by SoftMax excitation, the
inputs are fed into a 1 × 1 convolution and a 3 × 3 convolution, respectively, and the results
obtained from both are summed up. This module enables global position recalibration by
calculating feature positions and the relationship between all positions in an aggregated
feature; the formula is in the following form:

Fout = δ(∑k
j=1 wjyj

i), yj
i ∈ Ωk

i (5)

Given the channel dimension C, the kernel size k can be determined, as adapted in:

k = ψ(C) =
∣∣∣∣ log2(C)

r
+

b
r

∣∣∣∣
odd

(6)

In Equation (5), in which k denotes the adaptive determination of kernel size, the
values of j are taken from 1 to k, and the values of i are taken from 1 to C. In addition, the
wj refers to the learning channel attention parameters, the yj

i represents the weight factor,

the Ωk
i stands for k neighbors of the yj

i , and the δ implies an activation function.
In Equation (6), r and b are all parameters of the linear mapping, and the ψ refers to

the linear mapping function of k and C.
Since the visualization channel features have a certain local periodicity, only the

information exchange between the current channel and its k neighboring channels is
considered, with the number of parameters being k × C.

3.2.3. Real Standardized Bounding-Box Regression IOU Loss Function

Bounding-box regression is one of the most fundamental components of computer vision
tasks, and tasks such as target detection, target tracking, and instance segmentation rely on
accurate bounding-box regression. The original RefineMask model used the L1 loss function,
which has the advantage that the gradients are stable regardless of the input values, which
averts the gradient explosion problem and is highly robust. The disadvantage is also apparent:
the gradients are all equal, which means that even if the loss values are small, their gradients are
large, which may not be conducive to the convergence of the function and the learning of the
model. Meanwhile, when calculating the regression loss, it is assumed that the four coordinate
points are independent of each other, ignoring any correlation between the coordinate points,
which leads to the inability of the model to truly reflect the advantages and disadvantages of the
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detection effect for the cows’ heads and the feed piles. The intersection-over-union calculation
gives better feedback on the detection effect by correlating the four-point coordinates with
each other while having scale invariance, overcoming the drawbacks of the L1 loss function.
Suppose now that there are two arbitrary boxes, A and B, with IoU formulas in the shape of:

IoU =
1
U

=
1

Ap + Ag − 1
(7)

In Equation (7), in which Ap denotes the area of box A, the Ag stands for the area of
box B. However, there is a problem with the IoU loss; when the two objects do not cover
each other, the loss function is not derivable, and the IoU loss cannot optimize in cases
where the two frames are not intersecting. Therefore, this paper uses a more efficient loss
function to solve the imbalance problem in the bounding-box regression. Compared to
the previous loss function, the GIoU loss significantly improves convergence speed and
detection accuracy. The principle of GIoU is obtained by finding the most minor closed
shape C which encloses A and B. The ratio of the calculated area of C that does not cover A
and B is compared to the calculated total area of C and subtracting this ratio from the IOU
values of A and B obtains GIoU. The formula is as follows:

GIoU = IoU − Ac − U
Ac (8)

LGIoU = 1 − GIoU (9)

In Equation (8), Ac denotes the area of box A. In Equation (9), LGIOU denotes the loss
function of GIoU.

3.2.4. Evaluation Indicators for Recognition of the Cow Head and the Feed Pile

Qualitative and quantitative aspects were chosen to be evaluated to validate the
model’s performance. For qualitative evaluation, the performance of the model is assessed
by comparing the difference between the visualized prediction results of RefineMask_CEG
and other methods, i.e., comparing the localization accuracy of the target detection frame
with the coverage accuracy of the mask prediction results, and determining whether there is
any leakage or misdetection. For quantitative evaluation, this paper uses the mean average
precision (mAP) as the evaluation index used to reflect the training accuracy of the model.
The number of parameters, computation, and model weights represent the complexity of
the model. The frame rate (FPS) represents the speed of model detection. Specifically, the
average precision mean mAP is the mean value of average precision (AP), and the average
precision AP is the area of the P-R curve, as shown in Equation (10):

mAP =

N
∑

i=1

∫ 1
0 P(R)dR

N
× 100% (10)

The N denotes the number of categories, and the topics discussed in this study are the
cow head and the feed pile, so in this equation, N = 2.

Within which P denotes the ratio of the prediction algorithm area to the actual detec-
tion area, the algorithm is shown in Equation (11):

P =
Tp

Tp + Fp
× 100% (11)

where TP denotes the number of samples correctly predicted as positive, and FP denotes
the number of samples incorrectly predicted as positive, R then represents the proportion
of correctly predicted samples to all positive samples, as shown in Equation (12):

R =
Tp

Tp + FN
× 100% (12)
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where FN denotes the number of samples that were incorrectly predicted to be negative
and N denotes the number of categories.

3.2.5. Cow Feeding-Behavior Recognition Using Mask Information

Based on the observation of the data obtained during the peak feeding periods of cows,
it is known that hungry cows start to feed at the moment when their head and the feed
pile come into contact; this is used to design a method for identifying the feeding-behavior
of cows using the mask information as shown in Figure 7. The first step is to input the
pictures of cows feeding into the RefineMask-CEG network to evaluate whether the cow
head and feed pile labels exist. If these exist, the corresponding coordinate information and
mask results are saved. The second step is to obtain the related mask binarization result
for the cow’s head and determine whether the head and the feeding fence have exactly
the same coordinates, and thus determine the cow’s feeding-fence information. The third
step is to obtain the mask results of the jaw portion based on the head mask in the saved
cow-head and feeding-fence labels, traverse the feeding fence to obtain the mask results in
the same region of the feeding fence, and determine whether the coordinate information
is the same between the two, thereby realizing the identification of the feeding-behavior
of the cow during the peak feeding period. In the fourth step, the feeding situation of the
cows in the rest of the frames is integrated, and the number of feeding frames of the cows
under each feeding fence is calculated statistically to calculate the feeding time of the cows.
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4. Tests and Analysis of Results
4.1. Experimental Platform and Model Testing Metrics

This paper’s experiments utilized the Linux operating system, Pytorch deep learning
framework, and four 16 GB Tesla P100 GPU servers; the Python version was 3.8, the
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ubuntu version was 18.04, and the CUDA API version was 10.2. This study uses the
same dataset and training strategy to train Mask RCNN, Mask Scoring, Point Rend, and
RefineMask-CEG. The mainstream training strategy recognized in the field of instance
segmentation uses an image batch size of 16, an image size of 1333 pixels × 800 pixels,
a learning rate of 0.02, and 8 GPUs trained in parallel. In this study, to achieve the full
utilization of GPU memory storage, the image batches are dynamically adjusted with the
learning rate as follows: the image batch size is 8; the learning rate is 0.01 and becomes
one-tenth of the prior value after 60,000 and 80,000 iterations; and finally, the training ends
after 90,000 iterations. Cow feeding-behavior is judged according to the model’s mask
prediction of the cow’s head and the feed pile, and the model’s recognition of both has a
direct impact on the recognition of feeding-behavior, so the detection frames and mask
recognition of the two labeled categories of cow’s head and feed pile are analyzed. Model
performance was assessed using several metrics, such as mean precision, mean average
precision, model size, and run time for both categories.

4.2. Comparison of Model Identification Results

MaskRCNN, MSRCNN, Point_Rend, Cascade_MaskRCNN, RefineMask, and RefineMask-
CEG were trained using the same training set of cow feeding-behaviors. The performance
of different example segmentation models were analyzed in terms of mean detection
box average precision, mean mask average precision, and model size to evaluate the
performance of other example segmentation models, and the results are shown in Table 3.

Table 3. Model experiment results.

Model Detection Box Average
Precision Mean/%

Mask Average
Precision Mean/%

The Size of the Model
Parameter/M

Frames per
Second/FPS

MaskRCNN 97.1 97.5 44.17 2.3
MSRCNN 97.8 97.4 60.51 2.4

Point_Rend 97.1 97.6 59.99 1.9
Cascade_MaskRCNN 96.9 97.4 77.10 1.6

ConvNet_V2 97.7 97.3 110.59 2.7
RefineMask 97.6 97.6 48.34 1.4

RefineMask-CEG 98.3 98.3 49.96 0.8

As can be seen from Table 3, RefineMask-CEG improves the average detection frame
mean accuracy by 1.2%, and the average mask means accuracy by 0.8% compared to the clas-
sical algorithm MaskRCNN. Compared with MSRCNN, Point_Rend, Cascade_MaskRCNN,
and ConvNet_V2, the average precision of detection frames is improved by 0.5%, 1.2%,
1.4%, and 0.6%, and the average precision of masks is improved by 0.9%, 0.7%, 0.9%, and
1%, respectively. Compared with the RefineMask model, the average precision of both
detection frames and masks is improved by 0.7%, indicating that the improved model has
some degree of improvement in feature extraction and feature processing. Regarding model
run speed, the MaskRCNN model runs at 2.3 frames per second. The RefineMask and
RefineMask-CEG models were run at 1.4 and 0.8 frames per second, respectively. Model
run speeds all decrease somewhat as model accuracy increases. Due to the increase in
model calculations with the addition of the new module, there is an unavoidable increase
in runtime and a certain degree of slowdown in model runtime.

In terms of model size, the MaskRCNN model size is 44.17 M, and the model sizes
of MSRCNN, Point_Rend, Cascade_MaskRCNN, and ConvNet_V2 are 60.51 M, 59.99 M,
77.10 M, and 110.59 M, respectively, with an increase of more than 10 M over MaskRCNN.
The RefineMask model size is 48.34 M, an improvement of only 4.17 M over MaskRCNN.
The RefineMask-CEG instance-segmentation model proposed in this paper has a size of
49.96 M, and there is no surge in the model size based on RefineMask, which is has a lower
profile than the other improved models, while the mAP is the highest among all models.
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Comprehensively analyzing various data, the RefineMask-CEG model has a significant
advantage as to balancing model size and recognition segmentation accuracy.

To further reflect the extraction of target features and the inference prediction ability
of the models, the detection box and mask inference results of the six models for the two
label categories are compared, as shown in Table 4.

Table 4. Comparison of average precision of target detection and segmentation in different categories.

Head Feed Trough

Model Average Precision of
Detection Box/%

Average Precision of
Mask/%

Average Precision of
Detection Box/%

Average Precision of
Mask/%

MaskRCNN 96.4 96.4 97.9 98.7
MSRCNN 96.4 96.2 99.2 98.6

Point_Rend 96.4 96.4 97.8 98.8
Cascade_MaskRCNN 96.4 96.4 97.4 98.4

ConvNetv2 96.5 96.2 98.9 98.4
RefineMask 96.5 96.5 98.7 98.7

RefineMask-CEG 97.3 97.3 99.3 99.2

From the above table, we can see that the average frame detection precision and the
average mask precision of RefineMask-CEG for the bullhead region are 97.3%, which is
0.9% higher than that of MaskRCNN and 0.8% higher than that of RefineMask. Compared
with the newly released ConvNet_V2, they are 0.8% and 1.1% higher, respectively, which
indicates that the CB_Conv module in the backbone network can acquire the real features
of the full pile in the presence of background noise interference. In addition, since the
target size of the full pile is much larger than that of the bullhead, the recognition accuracy
for the pile is generally higher than that of the bullhead. Compared with MaskRCNN,
RefineMask-CEG achieves an average detection frame and mask precision of 99.3% and
99.2% for feed piles, which is an improvement of 1.4% and 0.5%, respectively. Compared to
RefineMask, both are improved by 0.5%. Compared with ConvNet_V2, they are 0.4% and
0.8% higher, respectively. This indicates that the neck ECA_Conv can effectively integrate
target features at different scales. As to all the data, RefineMask_CEG has an advantage
over MSRCNN, Point_Rend, Cascade_MaskRCNN, and ConvNet_V2, which fully reflects
the excellent improvement effect of the improved model.

4.3. Ablation Experiments

The RefineMask_CEG model proposed in this paper is based on RefineMask and
obtained by adding the feature extraction enhancement module CB_Conv, improving the
feature aggregation module ECA_Conv, and optimizing the loss function GIoU Loss. The
model performance of RefineMask_CEG was validated using the control-variable method
for ablation comparison tests.

To specifically demonstrate the effectiveness of each improvement strategy, as shown
in Table 5, experiments were conducted for RefineMask, RefineMask + CB_Conv, and
RefineMask + ECA_Conv, respectively. In addition, to analyze the necessity of the im-
provement for the GIoU Loss function and the experimental effect of the combination of
the two improvement strategies, CB_Conv and ECA_Conv, RefineMask + CB + ECA was
included in the comparison test. From the ablation comparison test, it can be seen that
each improvement strategy improves the detection and segmentation performance of the
model to a different extent, and RefineMask + CB_Conv improves the mean value of the
average precision of the detection box and mask by 0.5% and 1%, respectively, compared
to RefineMask. The collected images of cow feeding-behavior are greatly affected by cow
head interference, background noise, and other factors; the use of CB_Conv can expand
the model’s sensory field, fully optimize the multi-layer global semantic information, and
improve the recognition results for the detection of the box relatively obviously. If too much
attention is paid to the global features of the image, the details of the image may be lost.
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The model must acquire local information on the original image to improve the recognition
accuracy of cow heads and feed piles in the case of group farming. RefineMask + ECA
improves the mean value of the average accuracy of the detection box and mask by 0.7%
and 0.3%, respectively, compared to RefineMask, which partly proves that ECA_Conv can
fully capture the local cross-channel interaction information and reduce the feature loss
due to the expansion of the receptive field.

Table 5. Results of ablation experiments.

Model

Accuracy
Precision of
Cow Head
Detection

Box/%

Average
Precision of

Feed Pile
Detection

Box/%

Mean
Average

Precision of
Detection

Box/%

Accuracy
Precision of
Cow Head

Mask/%

Average
Precision of

Feed Pile
Mask/%

Mean
Average

Precision of
Mask/%

RefineMask 96.5 98.7 97.6 96.5 98.7 97.6
RefineMask + CB_Conv 97.3 98.9 98.1 96.4 99.0 97.7

RefineMask + ECA_Conv 97.3 99.3 98.3 96.4 99.3 97.9
RefineMask + CB + ECA 97.4 98.9 98.2 97.4 98.7 98.1

RefineMask-CEG 97.3 99.3 98.3 97.3 99.2 98.3

RefineMask + CB_Conv denotes the RefineMask network after adding the CB_Conv structure to the Refinemask’s
original network. RefineMask + ECA_Conv represents the RefineMask network after adding the ECA_Conv
structure to the Refinemask’s original network. RefineMask + CB + ECA denotes the RefineMask network after
adding both CB_Conv and ECA_Conv structures to the actual network of Refinemask. RefineMask-CEG: signifies
the simultaneous incorporation of CB_Conv, ECA_Conv, and the GIoU loss function into the RefineMask network.

To address the problem that the scale difference between the head and the feed pile in
the cow feeding image is too significant, the model must be able to extract global features
and important features simultaneously and establish the dependency relationships between
global features, channel features, and spatial features. There is a large amount of redundant
information in the features extracted by the CB_Conv module for each layer, and this needs
to be culled by expanding the perceptual region. However, expanding the perceptual
region of the model will simultaneously cause a certain degree of feature loss, and a single
ECA_Conv module has the problem of feature loss in the feature aggregation stage. In this
study, we combine the two to capture the critical information and long-distance channel
dependencies between the cow’s head and the feed pile, remove redundant features,
and reduce the loss of practical features. The specific effect is reflected in the results of
RefineMask + CB + ECA, which show a 0.6% and 0.5% improvement over the average
RefineMask detection box and average mask accuracy mean values, respectively. However,
compared to RefineMask + ECA, the average precision improvement of the detection box
becomes a little worse, although the mask precision is improved. Overall, the RefineMask-
CEG model shows slight improvements in detection box accuracy and mask prediction
accuracy compared to RefineMask + CB + ECA, which suggests that the GIoU improvement
strategy positively impacts the model improvement.

In summary, the various optimizations of RefineMask in this study improved the
precision of the model in identifying cow heads and feed piles. Each improvement strat-
egy provided a different contribution to the identification of cow feeding-behavior data,
especially the addition of ECA_Conv, which provided the most significant increase in the
mean values of the detection box and mask average precision among all the single improve-
ment strategies because ECA_Conv can expand the sensing field while reducing the loss
of practical features and combining the global contextual information to extract detailed
features of the cow’s head and feed pile, proving the effectiveness of the method. For the
complex and changing group feeding environment, the experimental results demonstrated
that combining the three improved strategies can solve the problem of overlapping and
interfering cow heads to a certain extent.
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4.4. Effectiveness and Analysis of Picking Behavior Recognition

To demonstrate the improvement effect of the RefineMask-CEG model more intuitively,
three models, namely, the classical model MaskRCNN, the original model RefineMask,
and the improved model RefineMask-CEG, were selected to identify and segment the
feeding-behaviors of dairy cows according to various scenarios, such as lighting conditions,
shooting angle, and feeding background, respectively.

Figure 8a–c represent the visualizations of cow feeding-behavior under artificial
lighting conditions, dim environments, and at night, respectively. As can be seen from
the red box in the figure, the MaskRCNN model, under artificial lighting conditions,
has leakage detection for the right edge of the feed pile. In the dark environment, the
MaskRCNN model has a severe leakage detection problem for the feed pile, and the
RefineMask model has a wrong-detection problem for the cow’s head. In a nighttime
environment, the RefineMask model has leakage detection for the right edge of the feed
pile. However, the improved RefineMask-CEG model performs well under all lighting
conditions. This partly explains that the existing model for the feed pile segmentation
effect is strongly affected by the lighting conditions, and the dimmer the environment,
the poorer the model’s performance ability. Figure 8d shows the visualization effect of
cow feeding-behavior under elevation conditions, and there is no noticeable difference
among the three models, indicating that the model recognition is less affected by the angle.
Figure 8e shows the recognition segmentation effect of different models under an open-air
environment. It is evident that MaskRCNN to RefineMask has incomplete segmentation of
the left side of the heap detection. Still, the segmentation of the feed pile of the RefineMask-
CEG model is complete under the same picture, and the recognition segmentation effect of
the improved model is significantly improved.

4.5. Comparison of Feeding-Time Calculations for Dairy Cows

In order to further validate the accuracy of the RefineMask-CEG model in identifying
cow feeding-behavior and calculating cow feeding time in group farming environments,
we conducted a comparative analysis of MaskRCNN, RefineMask, and RefineMask-CEG.
For this purpose, we used a 120 s video of a multi-target cow-feeding to compare the real
cow feeding time with the model-calculated cow feeding time. Table 6 comprehensively
summarizes the results of the comparison.

Table 6. Calculation of feeding times for dairy cows.

Dairy Cow Number Actual Value of Cow Feeding Time/s
Calculated Value of Cow Feeding-Time/s

MaskRCNN RefineMask RefineMask-CEG

Cow1 41 34.3 37.8 43.3
Cow2 56 35.2 53.1 58.2
Cow3 56 32.7 56.8 56.0
Cow4 52 30.8 46.6 53.7
Cow5 19 17.9 19.8 21.7

The error between the algorithm and the manual is calculated according to the average
absolute error formula, as shown in Equation (13):

MAE =
1
n

n

∑
i=1

|ŷi − yi| (13)

where n represents the number of samples. In addition, ŷi represents the predicted value
and yi represents the true value.

Using the data in the table, the absolute errors of MaskRCNN, RefineMask, and
RefineMask-CEG were calculated, respectively, and we obtained 14.62, 2.62, and 1.78. From
the data, we can see that the RefineMask-CEG model has a low error value, and that it can
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achieve a more accurate recognition of the feeding-behavior of cows in the peak period of
the cows’ feeding.
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4.5. Comparison of Feeding-Time Calculations for Dairy Cows 
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5. Conclusions

Based on the results of ablation tests performed by the heap-improved RefineMask-
CEG model, as well as comparative tests with other example segmentation models and
visualization analysis, the following conclusions can be drawn: In the ablation test, the
number of parameters of the improved RefineMask-CEG instance-segmentation model is
49.96 M. The mean average precision of the detection box and the mean average precision
of the mask are both 96%, which are 1.2% and 0.8% higher than those of the MaskRCNN
model and 0.7% higher than that of the original RefineMask model, indicating that the
improved model has a higher recognition-segmentation precision without a corresponding
surge in the number of parameters, while maintaining a higher recognition segmentation
precision. The improved RefineMask-CEG model outperforms the RefineMask model on



Sensors 2024, 24, 2975 17 of 19

the cow feeding-behavior dataset in comparative tests and visual analyses and also exceeds
the mainstream instance-segmentation model. The enhanced model has higher precision in
recognizing the head of the cow, and there is no leakage and misdetection phenomenon for
the cow’s head. At the same time, based on the model’s accurate segmentation results of
the cow’s head and the feed pile, the recognition of the cow’s feeding-behavior during the
peak feeding period was achieved, which provides practical technical support for exploring
and analyzing the relationship between the cow’s feeding-behavior and the amount of food
intake under the group feeding mode.

In this paper, a series of exploratory researches on the non-contact recognition method
of cow feeding-behavior were carried out by applying vision technology and deep learning
technology to achieve the accurate segmentation of cow head and feed pile, as well as the
recognition of cow feeding-behavior during the peak feeding period, findings which can be
further developed, based on this work, in the future. In addition, current research is in the
technology-discovery phase. The current study addresses the peak feeding period, and it is
believed that cows in a hungry state will start feeding when they come into contact with
the feed pile. However, outside of the peak feeding period, cows may sniff and arch during
feeding, in which case the cow’s mouth will come into contact with the feed pile, but it will
not feed. Therefore, in the future, we will focus on breaking the existing constraints and
using action-recognition algorithms to exclude cases where cows touch the feed pile but do
not feed, in order to further improve the accuracy and generalizability of identifying cows’
feeding-behavior.
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