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Abstract: Electric motors play a fundamental role in various industries, and their relevance is
strengthened in the context of the energy transition. Having efficient tools and techniques to detect
and diagnose faults in electrical machines is crucial, as is providing early alerts to facilitate prompt
decision-making. This study proposes indicators based on the magnitude of the space vector stator
current for detecting and diagnosing incipient inter-turn short circuits (ITSCs) in induction motors
(IMs). The effectiveness of these indicators was evaluated using four machine learning methods
previously documented in the literature: random forests (RFs), support vector machines (SVMs),
the k-nearest neighbor (kNN), and feedforward and recurrent neural networks (FNNs and RNNs).
This assessment was conducted using experimental data. The results were compared with indicators
based on discrete wavelet transform (DWT), demonstrating the viability of the proposed approach,
which opens up a way of detecting incipient ITSCs in three-phase IMs. Furthermore, utilizing features
derived from the magnitude of the spatial vector led to the successful identification of the phase
affected by the fault.

Keywords: inter-turn short circuit detection; induction motor diagnosis; supervised machine learning;
machine learning classifiers; artificial intelligence; fault diagnosis; condition monitoring

1. Introduction

Induction motors are extensively used within the industry due to their comparatively
low maintenance, robustness, and longevity. The monitoring and fault diagnosis of electric
machinery are an exciting study area aimed at reducing unscheduled downtimes, which
typically result in more significant economic losses beyond the costs associated with motor
repair or replacement. Particularly, induction motor (IM) faults may be classified into four
main groups [1,2]: stator faults, rotor cage failures, air gap irregularities, and bearing faults.
Several authors have reported that approximately 30% of failures identified in induction
motors occur in stator windings. In comparison, 40% to 50% are linked to mechanical
issues, and the remaining are associated with rotor failures and others [3,4]. Most stator-
related failures are induced by thermal, electrical, mechanical, and environmental stresses,
according to Siddique [5,6], which leads to line-to-ground and line-to-line short circuits.
Nonetheless, this kind of fault starts with inter-turn short circuits (ITSCs), followed by
large currents through this low impedance path, producing high local temperatures and
affecting the surrounding insulation [7].

The detection of ITSC is conventionally encompassed within insulation studies for
induction motor windings, such as insulation resistance, the polarization index, direct cur-
rent conductivity, capacitive impedance testing, and the dissipation factor [4]. Additionally,
there are online alternatives for detection, including the analysis of partial discharges [8,9],
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the monitoring of axially transmitted flux linkages [10], the analysis of voltage and cur-
rent harmonics [11–13], and the tracking of negative-sequence impedance [14,15], acoustic
emissions [16,17], and Kalman filters [18], among other techniques [19,20].

Nowadays, the fault detection and diagnosis problem has been addressed using two
main approaches. One approach involves using detailed physical models of the process.
At the same time, the other relies on harnessing the power of artificial intelligence to
analyze data and identify patterns of fault based on information collected during system
operation [21]. Methods grounded in physical models face inherent limitations in accu-
rately representing the behavior of complex systems, which may diminish their efficacy.
Conversely, data-driven methods select and process information that aptly describes the
relevant process and assesses various machine learning algorithms for their applicability in
fault detection and diagnosis [22–24].

Supervised machine learning algorithms are widely used in data-driven IM fault
detection and diagnosis methods for classification and pattern recognition from different
kinds of data. Some of the most popular algorithms used for supervised machine learning
include decision trees [25], random forests [26], support vector machines [27,28], and neural
networks. Decision trees are simple and easy-to-interpret models that recursively partition
the data based on the values of the features until a stopping criterion is met. Random forests
(RF) are an extension of decision trees that combine multiple trees to improve accuracy and
reduce overfitting. Support vector machines (SVMs) are linear models that use a hyperplane
to separate the classes. SVMs aim to maximize the margin between the hyperplane and
each class’s closest examples, making them robust to outliers and noise. Neural networks
are a nonlinear model inspired by the structure of the human brain. They consist of multiple
layers of neurons that transform the input data into a suitable form for classification. Neural
networks benefit applications such as image recognition, speech recognition, and natural
language processing. The performance of supervised machine learning models is evaluated
using a test dataset separate from the training dataset. The most common evaluation
metrics for classification problems are accuracy, precision, and recall. These metrics can be
used to compare different models and fine-tune the models’ hyperparameters.

The discussion on fault diagnosis using data has primarily centered around dealing
with distinct categories of faults through the utilization of indicators, along with a detailed
analysis of the performance of the corresponding classifiers. An early example of an
approach to this problem can be found in the work of [29], where direct neural networks
were used to detect the presence of ITSCs using the phase difference between the currents as
an indicator. Similarly, in [30], an SVM was applied to diagnose bearing faults and combined
with empirical mode decomposition to enhance the performance of the conventional
approach. In [31], a method for diagnosing bearing faults using an LS-SVM was proposed,
with parameters optimized through particle swarm optimization. This approach involved
the use of intrinsic modal functions to decompose vibration signals.

An application of the kNN, combined with ensemble learning algorithms, was pre-
sented in [32] for bearing fault detection, using indicators in the time and frequency
domains. The Stockwell transformation allowed for the calculation of characteristic indices
in these domains, which were used in conjunction with an SVM [33] to classify mechanical
faults. Neural networks have also been employed in electric motor diagnosis and prognosis.
For instance, in [34], multilayer feedforward neural networks (FNNs) were applied to detect
short circuits between coils in direct-on-line permanent magnet synchronous motors. This
work compared statistical indicators based on steady-state currents with frequency domain
analysis. A similar study can be found in [35], in which the discrete wavelet transform
(DWT) was applied to the motor’s line currents to calculate descriptive features based on
the energy of the obtained components, and the performance of the multilayer perceptron
and recurrent neural networks was compared. In [36], SVMs and convolutional neural
networks are used, and voltage and quadrature current measurements are utilized to train
the algorithms. In both cases, precision levels exceeding 99% were achieved, although it
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was noted that convolutional neural networks require a larger volume of data compared
to SVMs.

In a broader context, refs. [37,38] provided comprehensive reviews of the state of the
art in detecting and diagnosing faults in electrical machines using artificial intelligence,
covering the years 2021 and 2022, respectively. These compilations highlighted significant
elements, such as using indicators based on frequency domain analysis through the fast
Fourier transform or wavelet transform to diagnose various types of faults in electrical
machines. Even though some authors have addressed the detection of short circuits between
turns using the Park vector method, taking advantage of the properties of coordinate
transformation [39–41], these proposals are limited as they have shown sensitivity to
different load levels or have relied on the ability to detect images of the current locus.
These issues have been analyzed in [42], in which the authors identified the presence
of a negative-sequence component in the current through trend adjustments using the
Fryze–Buchholz–Dpenbrocj and least-squares algorithms, which became motivation for the
development of this research. Therefore, this study proposes using indicators based on the
Park vector method to detect incipient ITSC in induction machines, employing supervised
machine learning algorithms. Five different classification algorithms were implemented to
assess the performance of the proposed indicators. This process uses experimental data
that consider various levels of load and fault resistances. Additionally, a comprehensive
comparison was carried out with indicators based on the discrete wavelet transform (DWT),
assessing their ability to identify faulty windings.

The main contributions of this paper can be summarized as follows:

• Statistical indicators based on the magnitude of the spatial phasor current are pro-
posed for detecting inter-turn short circuits in induction motors, including faulty
phase identification.

• The performance of the proposed indicators is evaluated using various classification
algorithms to assess their performance in each case.

• The performance of the proposed indicators is compared with results obtained by
applying the discrete wavelet transform.

This work is structured as follows: Section 2 briefly describes the induction motor
model operating with an ITSC, anddetails the classification methods used, while Section 3
describes the procedure employed to calculate the indicators. Section 4 presents the
experimental results along with their respective discussions. Finally, Section 5 states the
conclusion of this study.

2. Theoretical Framework
2.1. Induction Motor Inter-Turn Short-Circuit Model

A model of a three-phase IM with an ITSC in phase a is described by (1)–(3) [43–45],
and its schematic is presented in Figure 1. To model this type of fault, the total turn number
of the faulty winding is defined as Ns = Ns1 + Ns2, where Ns2 represents the shorted turns
and µ = Ns2/Ns stands for the fault severity factor.

vs = Rsis + Ls
dis

dt
+ M

dir
dt

− 2
3
µLs

di f

dt
, (1)

0 = Rrir + Lr
dir
dt

+ M
dis
dt

− 2
3
µM

di f

dt
− jPωm

(
Mis + Lrir − µLmi f

)
, (2)

µvsα =
(

R f + kµRs

)
i f + kµLls

di f

dt
. (3)

Here, the voltage and current space vectors are obtained with yk = ykα + jykβ =

2/3(yka + ykbej 2π
3 + ykcej 4π

3 ), with y = {v, i} and k = {s, r}; kµ = µ
(
1 − 2

3µ
)
; Ls and Lr are

the stator and rotor self-inductance; M is the magnetizing inductance; Rs and Rr are the
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stator and rotor resistances; R f is the fault resistance; ωm is the mechanical angular speed;
and P is the number of pole pairs.
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Figure 1. Schematic of three-phase windings of an induction machine with an inter-turn short-circuit
in phase a.

2.2. Supervised Machine Learning
2.2.1. Random Forest

Decision Trees (DTs) are machine learning models represented as tree structures. They
are constructed recursively, dividing the dataset into smaller subsets based on specific
features. Decisions are made based on simple rules and can be intuitively visualized,
simplifying data interpretation. However, DTs are prone to overfitting as they overadapt to
the training data and may lose generalization [25]. In order to overcome this deficiency, this
paper employs a random forest (RF). This method is based on constructing multiple DTs
and their combinations to achieve a more robust and accurate system [26]. Independent
DTs are generated during training, each fitted to a random subset of the training dataset.
The final prediction of the model is obtained by weighing the results of each tree. This
methodology leverages the diversity of trees to reduce the risk of overfitting.

2.2.2. k-Nearest Neighbors

The kNN classification method is grounded in the idea that data points close in feature
space tend to have the same label or class [46]. The algorithm begins by selecting a value
for k, representing the number of nearest neighbors to consider. When predicting a new
data point, the algorithm finds the k-nearest points in the training dataset using a distance
measure between the data points, such as the Euclidean, Manhattan, or Chebyshev distance.
The kNN model follows a nonparametric approach, implying that it makes no assumptions
about the underlying data distribution, making it suitable for various problems. However,
it has limitations, such as sensitivity to the choice of the k number. Smaller values can be
susceptible to noise, while larger values can reduce the model’s adaptability. Additionally,
the distance metric selection can significantly influence the results.

2.2.3. Neural Networks

Neural Networks (NNs) are inspired by the structure and functioning of the human
brain; hence, they operate as a network of interconnected nodes, known as neurons, that
process input data, perform computations, and generate outputs [47]. The connection
between neurons is weighted to adjust the influence of one neuron on another. Hidden
layers within the network enable the learning of complex intermediate representations.
NNs allow for modeling complex nonlinear relationships. Hyperparameter selection is
critical in network design. However, the training process can be computationally expensive.
Different types of NNs exist, but it is possible to broadly classify them into two groups based
on the direction of information flow through layers. The first group is called feedforward
neural networks (FNNs), where hidden layers use only data from the previous layer.
The second group involves the ability to use information from the neuron itself or the
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subsequent layer in its activation function [48]. This type is known as a recurrent neural
network. Figure 2 presents a schematic diagram of a NN.
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Figure 2. Neural network schematic diagram.

3. Feature Extraction
3.1. Statistical Signal Analysis

The ITSC changes the symmetry of the IM windings, producing unbalanced line cur-
rents. Due to the nature of this imbalanced connection, the line currents only have positive-
and negative-sequence components [45]; therefore, the current space vector is described
by is =

√
2I1ejωst +

√
2I2e−jωst. The locus of the stator current space vector depicts an

elliptical shape after rotating these components in opposite directions in the complex plane,
as demonstrated in Figure 3. The positive- and negative-sequence components rotate in
opposite directions, yet at equal velocities. As the level of imbalance increases, the elliptical
shape becomes more pronounced. The trajectory of the current space vector amplitude, ∥is∥,
as a function of time, shows a helpful pattern, with a maximum value corresponding to
half of the ellipse major axis length and a minimum that matches half of the minor axis
length. Figure 4 presents the magnitude of the stator space vector as a function of time for
several severity factors, ranging from 0.5% to 5%, for two fault resistances obtained using
(1)–(3) and the parameters presented in Table 1. In both cases, a correlation between the
level of current imbalance and the severity factor is observed.
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Table 1. Induction motor parameters.

Rs
(Ω)

Lls
(mH)

Rr
(Ω)

Lls
(mH)

Lm
(mH)

J
(kg m2) P

2.9 5.98 0.97 25.30 264.02 0.0026 3

The amplitude stator current space vector waveform has valuable information for
detecting ITSCs through supervised machine learning algorithms. Descriptive indices that
summarize the main signal features are suitable candidates for training machine learning
algorithms, allowing distinguishing between healthy and faulty operations, and can be
instrumental in extending the results to other machines. This work uses the following
statistical indicators as features:
■ The shape factor: the root mean square (RMS) divided by the mean of the absolute

value of the signal.

XSF =

√
1
N ∑N

k=1 x2
k

1
N ∑N

k ∥xk∥
, (4)

■ The impulse factor compares the peak of the absolute value (xp) to the signal’s
mean level.

XIF =
xp

1
N ∑N

k=1 ∥xk∥
(5)

■ The clearance factor: The peak value divided by the squared mean value of the square
roots of the absolute amplitudes.

Xclear =
xp(

1
N ∑N

k=1

√
∥xk∥

)2 (6)

■ The crest factor: The peak value divided by the RMS.

Xcrest =
xp√

1
N ∑N

k=1 x2
k

(7)

These features are suitable candidates for training machine learning algorithms, allow-
ing them to distinguish between healthy and failed operations.
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3.2. Discrete Wavelet Transform

The wavelet transform (WT) is a signal-processing tool that simultaneously decom-
poses a signal into its frequency and time components. This method has been used in
various applications to describe stationary and transient signals [49]. The two main ap-
proaches to analyzing a signal using the WT are in the continuous (CWT) and discrete
(DWT) domains [50]. The CWT generates coefficients representing the signal similarity
with the wavelet function, extracting significant information from signals. However, the
CWT requires higher computational resources than the DWT. On its part, the DWT is
based on the concept of multiscale decomposition. The signal is decomposed into different
scales and locations using discrete wavelet functions. So, this transformation reduces
the original signal into a series of approximations and details at varying resolutions [51].
The decomposition process uses low-pass and high-pass filters to obtain detailed (D) and
approximate (A) signal coefficients. This process is repeated recursively as needed for
resolution. The number of decomposition levels (nls) is based on the relation between the
sampling frequency ( fs) and the fundamental frequency ( f1), as follows [35]:

nls > int

 log
(

fs
f1

)
log(2)

+ 1. (8)

The signal energy related to each decomposition level is calculated as follows [35,52,53]:

Edj = ∑N
k=1 ∥Djk∥2, (9)

Eaj = ∑N
k=1 ∥Ajk∥2. (10)

Previous studies have successfully reported indicators to detect ITSCs on Ims using
the energy calculated at the most energetic level for each line current, as presented in [35].
These indicators, S1, S2, and S3, are defined based on the energy calculated from the DWT
decomposition of the signal at the most energetic level for each current line. The indicators
are described below:

S1 =
Edia
Edib

, (11)

Sb =
Edib
Edic

, (12)

Sc =
Edic
Edia

. (13)

The indicators based on the DWT are used to compare the performance of the statistical
indices defined in (4)–(7).

4. Experimental Results and Discussion
4.1. Experimental Setup

A three-phase IM modified with auxiliary taps for applying a controlled ITSC was
used. The stator has thirty-six slots, three pole pairs, and thirty-two turns per slot. Taps
were arranged in each phase to adjust the degree of severity and the faulty phase. Table 2
presents more dimensional details of the IM stator. For each phase, two incipient faults
of µ = 4% and 5% with different fault resistances and load levels were set up. In every
case, the motor line currents were measured using a AEMC—PowerPad 3945-B network
analyzer (AEMC, Dover, NH, USA). Figure 5 depicts the experimental test rig. A total of
thirty-one operating points were collected with the faulty machine. Likewise, operating
points were measured with the healthy IM. At each operating point, the waveform of the
motor phase currents was recorded, with a sampling rate of 256 points per cycle. The motor
was supplied with a nominal voltage and frequency.
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Table 2. Induction motor dimensions.

IM Feature Detail

Axial length 62.4 mm
Number of stator slots 36
Stator inner diameter 79.8 mm
Stator outer diameter 142.6 mm
Rotor outer diameter 79 mm

Turns per slot 32
Total winding turns 192

Number of pole pairs 3
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4.2. Results and Discussion

Sixty-one measurements were used for the training and evaluation of the classification
methods using three groups of features, namely A, B, and C. Dataset A comprised indicators
associated with the statistical description of the magnitude of the stator current space vector.
Dataset B included features calculated using the DWT with ten levels from the IM line
currents. Dataset C comprised indicators including the statistical characteristics of the stator
current space vector magnitude and its decomposition through the DWT. For this dataset,
the energy of each decomposed level was calculated, and the highest energy component
among them all was selected. The frequency bandwidth for each DWT level is presented
in Table 3, and Figure 6 shows an example of an experimental DWT decomposition of
the as phase current for a faulty state.

Table 3. Frequency decomposition for a DWT of ten levels.

Level Frequency Bandwidth (Hz)

1 3840–7680
2 1920–3840
3 960–1920
4 480–960
5 240–480
6 120–240
7 60–120
8 30–60
9 15–30
10 7.5–15

D7 and D8 have higher energy levels because the fundamental frequency of the cur-
rents is at the edge of both bandwidths. In this case, the indicators S1, S2, and S3 are
calculated using the seventh-level component. Finally, Figure 6b shows the DWT decom-
position of ∥is∥ for the same faulty case previously analyzed. Similarly, the seventh level
was the most energetic since the fundamental frequency of the current magnitude relies on
this bandwidth.
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Before conducting the classification methods’ training, dispersion plots were created,
as depicted in Figure 7, using datasets A, B, and C. In Figure 7a–c, a thorough analysis of the
relationship between the statistical indicators was performed, revealing data corresponding
to each operational condition from distinct subsets. Furthermore, dataset B (Figure 7d)
distinguishes between healthy and faulty operations. Likewise, dataset C, which combines
both types of indicators, also provides the capability to discern the presence or absence
of faults.

Two classification approaches are presented using the previously described attributes.
The first focuses on the early detection of ITSCs, regardless of the specific phase where the
fault occurs. In addition to detecting the fault’s presence, the second guideline aims to
identify the affected phase using the short circuit. Hence, the classification methods should
distinguish between healthy and ITSC states in phases a, b, or c.

The next step involved training various classification methods to detect ITSCs using
the three previously mentioned datasets. Data were randomly partitioned in all cases,
with 40% of the samples allocated for the training process and the remainder reserved for
evaluation. An exhaustive search within predefined parameter settings was employed to
perform hyperparameter tuning for RFs, kNNs, and SVMs [54]. Regarding forward and
recurrent neural networks (FNNs and ENNs), the hyperband algorithm [55] was applied
in Python [56] to determine the network topology for addressing this problem. Table 4
summarizes the hyperparameters and metrics used for training each model.
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Table 4. Classification algorithms, hyperparameters, and metrics used for training.

Classification
Method Hyperparameters Metrics

RF Number of estimators and minimum number of samples per leaf Accuracy

SVM
Kernel: linear, polynomial, and radial basis function, regularization

parameter C, grade of influence of high-order elements in comparison
with low-order (coef0) elements and degrees

Accuracy

kNN Number of neighbors, weights, metric, algorithm, and leaf size Accuracy

FNN Activation function, number of layers, number of neurons, and
learning rates

Accuracy, false negatives and
false positives

ENN Activation function, number of layers, number of neurons, and
learning rates

Accuracy, false negatives and
false positives

In every instance during training, the goal was to maximize the model’s accuracy. To
avoid overfitting, the quality of the results is evaluated through the test dataset using the
accuracy and the area under the receiver operating characteristic curve (AUC) [57]. The
resulting scores for each combination of classification method and dataset are presented in
Table 5. The results obtained from dataset A showed high effectiveness, with accuracy rates
exceeding 96% for all the techniques except the SVM, which achieved 89%. The decision
tree-based methods (RFs) and the kNN could classify all the test data with 100% accuracy.

Additionally, both the forward and recurrent neural networks showed equivalent
performance, with a high accuracy of 96%. The AUC highlighted the classifiers’ ability
to be trained using dataset A to identify the presence of ITSC operations in the IM with
a high probability of success. The results ranged from 94% for the RNNs to 99% for
the SVMs and 100% for the other methods. Confusion matrices corresponding to each
considered classification method are presented in Figure 8, where the test dataset was
randomly selected.
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Table 5. Classification method score comparison for each dataset to distinguish between healthy and
faulty states.

Classification
Method

A B C

Accuracy AUC Accuracy AUC Accuracy AUC

RF 1.0 1.0 1.0 1.0 1.0 1.0
SVM 0.89 0.99 0.93 0.88 0.96 1.0
kNN 1.0 1.0 0.8 0.91 0.96 1.0
FNN 0.96 1.0 0.88 0.93 1.0 1.0
ENN 0.96 0.94 0.92 0.90 0.96 0.99
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Figure 8. Confusion matrix for each classification method to distinguish between healthy and faulty
states: (a) RF using set A; (b) RF using set B; (c) RF using set C; (d) SVM using set A; (e) SVM using
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using set A; (k) FNN using set B; (l) FNN using set C; (m) RNN using set A; (n) RNN using set B;
(o) and RNN using set C.
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The considered results demonstrated that the statistical indicators of the stator current
vector magnitude are suitable for training classification models, enabling the detection of
incipient ITSCs even in the presence of varying fault resistances and different load levels.

Dataset B, composed of indicators derived from the energy of the DWT components,
was used to train the evaluated machine learning methods. The results were satisfactory
for the RF, the SVM, and the RNN classifiers, with accuracy rates exceeding 92%. How-
ever, it is essential to note that the results showed insignificant improvements in all the
analyzed cases compared to those obtained with dataset A. When examining the confu-
sion matrices (Figure 8) corresponding to the models trained with this case, erroneous
classifications, including false positives and false negatives, were observed in the SVM,
kNN, FNN, and RNN methods. Among them, the kNN presents the highest number of
incorrect classifications, producing three false positives and two false negatives. Similarly,
as depicted in Figure 9k, the FNN yielded three false positives, while the RNN had two
incorrect outcomes.

Dataset C combines statistical indicators with the highest energy level of the discrete
wavelet transform components of the stator current vector’s magnitude. It demonstrated
performance equal to or better than that of dataset A. On this occasion, all the accuracy rates
exceeded 96%, and the AUC reached 99%. This pattern is also reflected in the confusion
matrices, where incorrect classifications were only observed in the SVM and RNN cases.
Regardless, including the energy-related indicator merely led to a meaningful improvement
in the SVM method, where the accuracy increased from 88% to 96%.

After confirming the effectiveness of the characteristics derived from the stator current
vector magnitude to detect incipient failures, the ability of the proposed indicators to
identify the specific phase where the fault occurs was evaluated. In this regard, the output
vector used to train each algorithm was redefined, describing four states: healthy and
faulty in phases sa, sb, and sc. For the RF, kNN, and SVM techniques, an output matrix
with four integer states was designed, whereas for the FNN and RNN, a matrix output
was employed, characterized by each state and consisting of four binary positions, where
only one column can hold the value 1 per sample. Across all the examined methods, each
dataset was split, allocating between 40% and 50% of the samples for training purposes
while reserving the remainder for evaluating the performance.

The accuracy and confusion matrices obtained for each algorithm are presented in
Table 6 and Figure 9, respectively. On this occasion, accuracy refers to the algorithms’
ability to identify the state of each sample within the universe of samples, with that state
evaluated for each dataset. The results of the RF using dataset A indicate that 93% of
the healthy samples were correctly classified. The classification accuracy for ITSCs in
phases sa and sb was 100%. However, the accuracy for the samples with short circuits in
phase sc was 50%. The overall precision of the method was 90.3%. Therefore, this method
successfully classified healthy and faulty states for two of the three windings. Conversely,
there was an improvement in these results when dataset C was used, where all the data
were correctly classified. The SVM results demonstrated a higher overall accuracy of 92.85%
for dataset A.

Upon closer inspection, two mislabeled cases were detected and linked to the same
phase. A healthy sample was identified as faulty, while a fault in phase sc was diagnosed
as if it were in phase sb. Then, with the inclusion of the energy of ∥is∥ (dataset C), only one
sample was incorrectly labeled as a fault in phase sb instead of sc, resulting in an overall
precision of 96.42%.

Moreover, the results of the kNN showed better accuracy for dataset C (92.86%)
compared to the first case study (89.86%). This improvement is attributed to the precise
classification of an additional sample, as evidenced in the dispersion matrices (Figure 9).
Finally, when applying the FNN- and RNN-based classifiers with dataset A, it was observed
that the former followed the trend described by the previously discussed methods. At the
same time, the latter allocated almost all samples to their corresponding class. Specifically,
the overall accuracy for the RNNs was 96.78%.
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Figure 9. Confusion matrix for each classification method to categorize between healthy and faulty
states with phase identification: (a) RF using set A; (b) RF using set B; (c) RF using set C; (d) SVM
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set A; (n) RNN using set B; and (o) RNN using set C.



Energies 2024, 17, 2241 14 of 17

Table 6. Classification method score comparison for each dataset to distinguish between healthy and
faulty states including phase localization.

Dataset Output
Accuracy

RF SVM kNN FNN ENN

A

Healthy 0.93 0.92 0.87 0.94 1.0
Phase a 1.0 1.0 0.86 1.0 1.0
Phase b 1.0 1.0 1.0 0.83 0.86
Phase c 0.5 0.5 1.0 0.86 1.0

B

Healthy 1.0 1.0 1.0 1.0 1.0
Phase a 1.0 1.0 1.0 1.0 1.0
Phase b 0.67 1.0 0.86 0.83 0.88
Phase c 1.0 1.0 1.0 1.0 1.0

C

Healthy 1.0 1.0 1.0 1.0 1.0
Phase a 1.0 1.0 1.0 1.0 1.0
Phase b 1.0 1.0 1.0 1.0 0.80
Phase c 1.0 0.67 0.33 0.67 0.67

The results obtained when training all the classification methods with dataset B are
comparable to those discussed with dataset C. This suggests that the proposed indicators
allow for the reliable detection of incipient ITSCs and provide an objective diagnosis of the
fault location with a high probability of success.

5. Conclusions

In this paper, a novel approach to detecting ITSCs in induction machines using a
supervised learning approach is presented. The methodology is based on indicators derived
from the magnitude of the stator current vector. The experimental results demonstrate
the effectiveness of the evaluated classification methods (RFs, kNNs, SVMs, FNNs, and
RNNs) in detecting short circuits in any of the phases, regardless of the fault resistance.
The accuracy of the proposed indicators has been compared to those based on the discrete
wavelet transform (DWT) and revealed to be equivalent or superior in performance for
most of the classifiers evaluated, except for the SVM.

The proposed approach was experimentally validated using an induction motor with
ITSCs in all machine phases and with various fault resistances. In future research, efforts
will be directed toward identifying additional characteristics related to failures, such as
assessing the severity of faults. Furthermore, there are plans to expand the working dataset
to include motors of different power ratings and those driven by voltage source inverters.
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