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Abstract: Reductions in energy consumption and greenhouse gas emissions are required globally.
Under this background, the Multilayer Perceptron machine-learning algorithm was used to predict
liquid natural gas consumption to improve energy consumption efficiency. Setting hyperparameters
remains challenging in machine-learning-based prediction. Here, to improve prediction efficiency,
hyperparameter autotuning via Bayesian optimization was used to identify the optimal combination
of the eight key hyperparameters. The autotuned model was validated by comparing its predictive
performance with that of a base model (with all hyperparameters set to the default values) using the
coefficient of variation of root-mean-square error (CvRMSE) and coefficient of determination (R2)
based on the Measurement and Verification Guideline evaluation metrics. To confirm the model’s
industrial applicability, its predictions were compared with values measured at a small-to-medium-
sized food factory. The optimized model performed better than the base model, achieving a CvRMSE
of 12.30% and an R2 of 0.94, and achieving a predictive accuracy of 91.49%. By predicting energy
consumption, these findings are expected to promote the efficient operation and management of
energy in the food industry.

Keywords: hyperparameter; autotuning; Bayesian optimization; multilayer perceptron (MLP); liquid
natural gas (LNG); consumption prediction; food factory

1. Introduction

As energy consumption has become a major global issue, interest in reducing energy
consumption and greenhouse gas emissions has increased in various sectors. According
to the Energy Demand Forecast Report [1,2] published by the Korea Energy Economics
Institute and data from the Korea Energy Statistical Information System [3], total energy
consumption in the first half of 2023 was expected to decrease by approximately 2.2%, with
this change mainly attributed to industry because of the economic slowdown in South Korea
and other countries caused by the COVID-19 pandemic. This slowdown began in the second
half of 2022 and reduced manufacturing production. However, production is expected to
rebound by 2.0% in 2024, reaching approximately 305.4 million tons of oil equivalent (TOE),
potentially driven by export recovery. Production is expected to increase by an annual
average of 1.0% from 2022 to 2027, reaching 319.3 million TOE. Table 1 presents the trends
and forecasts for total energy consumption and final consumption (coal, oil, gas, electricity,
thermal energy, nuclear, renewables, and others).

In many advanced countries, the food industry accounts for approximately 20% of total
energy consumption, which is quite high; moreover, the energy consumption of domestic
food factories accounted for 1,331,000, 1,373,000, and 1,398,000 TOE in 2020, 2021, and 2022,
respectively, thus showing a continuously increasing trend. Accordingly, methods to
reduce energy consumption and improve energy efficiency in the food industry are urgently
required. Analysis of energy use in food factories has revealed high levels of thermal energy
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use, with 59% used for heating, 16% used for cooling, 12% used for mechanization, 8% used
for infrastructure, and 5% used for other purposes. Although thermal energy accounts
for more than half of the energy sources in the Korean food industry, the energy-saving
performance of the industry depends on the electricity sector [4]. Moreover, heat energy
consumption in the food industry accounts for a large portion of energy consumption both
domestically and globally (e.g., the United States and Denmark) [5], and liquid natural gas
(LNG) is a representative thermal energy in food factories.

Table 1. Energy consumption trends and forecasts.

2022 2023 2024 Increase Rate

First Half Second Half First Half Second Half First Half Second Half 2017–2022 2022–2027

Sum of total
energy

154.3
(2.5%)

152.0
(−1.5%)

148.1
(−4.0%)

151.4
(−0.4%)

150.8
(1.8%)

154.6
(2.1%)

0.7% 1.0%
306.2

(0.5%)
299.5

(−2.2%)
305.4

(2.0%)

Final
consumption

110.1
(1.3%)

105.4
(−3.0%)

105.0
(−4.6%)

104.0
(−1.3%)

106.9
(1.8%)

106.1
(2.0%)

0.1% 0.8%
215.5

(−0.9%)
209.0

(−3.0%)
213.0

(1.9%)

Unit: million tons of oil equivalent (TOE)

The continuous increase in energy consumption is expected to lead to many issues
and risks, and diverse policies and technologies have been discussed to address such
problems. Historically, the focus was on increasing supply; however, the focus has now
shifted to decreasing consumption. Energy management and optimization are important
for reducing energy consumption. Consequently, technologies for energy analysis and
prediction have attracted attention. An effective method for energy prediction involves
employing thermodynamic analysis utilizing the physical information of a building. Rep-
resentative examples of such methods include EnergyPlus (https://energyplus.net) and
TRNSYS (https://www.trnsys.com), which are energy simulation tools [6,7]. Although
these methods can provide sophisticated and abundant prediction results, the models can
be time-consuming and costly to construct and analyze because they require detailed input
data and researcher experience to achieve accuracy. In contrast, machine learning using
existing building-operation data can identify patterns and relationships in the data that are
difficult for researchers to identify. Machine-learning techniques, known for their practical-
ity and efficient performance in terms of time and cost, enable automated prediction and
decision-making processes by leveraging available data. Furthermore, these techniques
exhibit high adaptability to new data and versatility across various scenarios. Notably,
their performance can be continuously enhanced through feedback mechanisms. Therefore,
they have been increasingly applied in energy-related prediction research.

Ji et al. [8] developed a deep neural network (DNN) model to predict hot water heating
energy consumption in apartment buildings considering various independent variables;
their model considering holidays as well as climatic factors achieved the best predictive
performance, followed by a model considering climatic factors and one considering outdoor
temperatures. Kim et al. [9] utilized Multi Linear Regression (MLR) and the Multilayer
Perceptron (MLP), Support Vector Machine (SVM), and Random Forest (RF) algorithms
to predict the electricity consumption of buildings, addressing temporal resolution and
comparing algorithms to improve predictive accuracy. Bekdaş et al. [10] utilized five
foundational regression algorithms and five ensemble algorithms to predict cooling loads
(the amount of energy that must be removed from or consumed in a space to keep its
temperature at an acceptable level or within an acceptable range) based on the basic ar-
chitectural and structural characteristics of low-rise buildings in the tropics and found
that the Histogram Gradient Boosting algorithm and stacking models efficiently modeled
the relationship between the predictors and cooling load. Matos et al. [11] suggested a

https://energyplus.net
https://www.trnsys.com
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method to manage community energy balance through electricity consumption forecasts
via eXtreme Gradient Boosting (XGBoost) and used a decision algorithm for energy trading
with the public grid based on solar production and energy consumption forecasts, storage
levels, and market electricity prices. Son et al. [12] suggested an algorithm for short- and
medium-term electricity consumption forecasts by combining the Gated Recurrent Unit
(GRU) model (which achieves accurate long-term forecasts) with the Prophet model (which
is appropriate for modeling seasonal events), and their proposed model reduced forecasting
errors and provided insights into electricity consumption patterns. Consequently, the ap-
plication of machine learning in predicting energy consumption is continuously increasing,
with the effectiveness of machine learning relying heavily on the optimization of hyperpa-
rameter settings. It is therefore important to identify the optimal hyperparameters for each
model [13].

This study aims to evaluate the usefulness of hyperparameter autotuning in predicting
LNG consumption by applying it to an MLP-based model with default settings, deriving
predicted values, and confirming its predictive accuracy via comparison with values mea-
sured in a food factory. Setting the hyperparameters in machine-learning-based prediction
remains challenging [14]. Therefore, this study utilizes Bayesian optimization, an efficient
approach for hyperparameter tuning. The optimized model performed better than the
base model, achieving a coefficient of variation of root-mean-square error (CvRMSE) of
12.30%, a coefficient of determination (R2) of 0.94, and a predictive accuracy of 91.49%.
These findings provide reference data for performing machine-learning-based predictions
of food factory energy consumption and identifying the hyperparameter search range. En-
ergy consumption characteristics are affected by various factors, such as differences in the
operation characteristics of different building types (e.g., commercial, residential, or school)
and differences in how occupants use the building, which means that the data required to
predict energy consumption will differ for each building type. Few previous studies have
focused on food factory energy. In particular, to our best knowledge, no research has been
conducted on improving the efficiency of LNG use in food factories. Therefore, this study
can be used as a reference for datasets required to predict food factory energy consumption,
especially LNG, using machine learning. In addition, this study targets a wider variety
of hyperparameters than previous studies, furthering its usefulness as reference material.
The search interval for each hyperparameter and visualization data for the research results
provided in this work will aid future researchers in selecting hyperparameter types and
setting search intervals.

As energy improvement in the Korean food industry typically focuses on the electricity
sector, this study aims to contribute to energy efficiency in the thermal energy sector by
predicting LNG consumption. Food factories use LNG in several ways. Boilers use LNG
as fuel to heat water and generate steam, which, in turn, is used for various heating and
cooling processes. Further, it is used to heat or cook food in gas and steam ovens, in cooling
and freezing processes when storing and transporting food, and as a packaging material for
food preservation. Therefore, predicting the LNG requirements and consumption can help
enhance energy efficiency in food factories. Energy consumption prediction can contribute
substantially to optimizing energy-system operations by reducing energy waste, costs, and
carbon emissions. Thus, by predicting LNG consumption and evaluating the performance
of the prediction model based on actual food factory data, the results of this study can
be used in practical applications for industrial sites through Factory Energy Management
Systems (FEMSs). Applying the LNG consumption prediction function to the FEMS of a
food factory can determine the LNG demand and supply status in real time, and changes
can be addressed. These findings are expected to provide practical value to food factory
operators and energy managers by enabling energy consumption predictions based on
machine learning. In addition, the prediction function could also be applied to the overall
energy management of food factories by predicting the consumption of not only LNG but
also other energy sources. Furthermore, by following the series of research processes in this
paper (selecting the type of building and energy for research, securing the data necessary
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for prediction, building a base model using machine learning, setting a hyperparameter
search interval, upgrading the prediction model through the application of autotuning
techniques, verifying the prediction performance of the prediction mode, and so on), this
can be applied not only to food factories but also to other building types.

The remainder of this paper is organized as follows: Section 2 describes machine
learning and various applied conditions and methods, such as algorithms, hyperparameters,
and Bayesian optimization. Section 3 outlines the results of autotuning based on Bayesian
optimization. Section 4 presents the conclusions and highlights future research plans.

2. Materials and Methods
2.1. Machine Learning and MLP

Machine learning is a specific subset of Artificial Intelligence (AI), which refers to
technology (or the relevant research field) for computer-based learning, reasoning, and per-
ception. Machine learning, a representative AI method, refers to algorithms or technology
that enable computers to learn in the same way as humans do.

Machine learning has been applied in various fields, including image and text clas-
sification, text summarization, regression analysis, voice recognition, outlier detection,
data visualization, and reinforcement learning. It can identify complex patterns and fea-
tures in data and handle various data formats, as well as dynamic, large, and complex
datasets. Once it has been set up, it does not require further human intervention, and it
can generate more accurate results over time via the accumulation of data. There are four
types of machine learning: supervised learning, which involves training by providing a
problem and an answer; unsupervised learning, which involves training without provid-
ing an answer; semi-supervised learning, a combination of supervised and unsupervised
learning; and reinforcement learning, which involves training by trial and error, using
rewards and punishments.

MLP, which is used in classification and regression problems, is a supervised learning
algorithm. The MLP algorithm is a Feed-Forward DNN (FFDNN), a network with multiple
layers, comprising input, hidden, and output layers. An FFDNN overcomes the limitations
of the single-layer perceptron model by training a network after adjusting the layer weights
via backpropagation. An FFDNN has a similar structure to an MLP, although it includes
a hidden layer and uses nonlinear functions for the inputs and outputs of each node,
enhancing its ability to model complex nonlinear relationships. The FFDNN has been
frequently utilized in prediction and classification due to such features [15].

Artificial Neural Network (ANN) and Support Vector Regression (SVR) algorithms
are commonly utilized for prediction in the energy and environmental sectors, and MLP
is one of the most frequently utilized ANN algorithms [16,17]. The performance of the
MLP algorithm was compared with a linear SVR model, an SVR Radial Basis Function
(RBF) model, and an SVR polynomial model in the previously published findings. Of these,
the MLP model achieved better performance. This study aimed to further examine the
performance of the MLP algorithm [18].

2.2. Hyperparameters

In machine learning, hyperparameters are variables that are set for optimal model
implementation; for these parameters, no absolute optimal values exist; hence, researchers
must manually adjust them during model design. Each hyperparameter determines a
different machine-learning model, and model performance depends on the hyperparameter
values; using inappropriate values leads to extremely poor performance [19]. However,
machine-learning algorithms are complex (the ‘black box’ problem), hyperparameter tuning
is difficult, and some combinations of hyperparameters are incompatible [20]. While the
optimized hyperparameters should ideally be selected after confirming all combinations,
this is practically impossible owing to the extremely large number of potential combinations.
Machine-learning algorithms typically involve not only continuous variables, but also
categorical and integer variables, resulting in discrete changes. As the hyperparameter
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space is often discrete, it is difficult to predict the impact of a change in a particular value
on model performance. Random initialization of hyperparameters and features of the data
can result in different training results; hyperparameters are therefore non-deterministic,
making it more difficult to determine their optimal values.

Various autotuning techniques have been investigated for deriving the optimal com-
bination of hyperparameters. Ko [21] utilized SVM, RF, Boosted Regression Trees (BRTs),
XGBoost, and MLP algorithms to predict the emergence probability of several insects.
Bayesian optimization was applied to optimize the MLP hyperparameters. The ‘number of
nodes in the hidden layer’, ‘activation function’, ‘batch size’, ‘epoch’, and ‘learning rate’
were selected as the target hyperparameters. Cho [22] performed hyperparameter tuning by
using the grid-search method on the MLP algorithm to determine the optimal combination
of explanatory factors and to improve the modeling accuracy of public office cost estimates.
‘Node and hidden layers’ were targeted for tuning; the numbers of nodes were set to 4, 8,
16, 32, 64, and 128, and the numbers of hidden layers were set to 1, 2, 3, and 4. Jafar [23]
conducted research on hyperparameter optimization of RF, XGBoost, SVM, and Convolu-
tional Neural Network (CNN) algorithms using hyperparameter optimization frameworks.
The utilized hyperparameter optimization framework consisted of Bayesian optimization,
Optuna, HyperOpt, and the Keras tuner. In the case of RF in research, ‘n_estimators’,
‘max_depth’, ‘min_samples_split’, ‘min_samples_leaf’, ‘max_features’, and ‘criterion’ were
the research subjects for hyperparameter optimization. For XGBoost, ‘colsample_bytree’,
‘gamma’, ‘max_depth’, ‘min_child_weight’, ‘n_estimators’, and ‘subsample’ were stud-
ied for hyperparameter optimization. In the case of SVM, the research subjects were
‘C’, ‘degree’, ‘kernel’, and ‘gamma’. In the case of CNN, ‘learning_rate’, ‘dense_layers’,
‘conv_layers’, ‘num_nodes’, and ‘batch_size’ were the research subjects. Kim [24] developed
an artificial intelligence model that can classify eight representative military movements us-
ing the LSTM algorithm. Hyperparameter tuning was performed by applying the Bayesian
optimization method to hyperparameters including the initial learning rate, minibatch size,
max epochs, and number of hidden units.

Machine-learning-based prediction has been applied in multiple fields. Specific hyper-
parameters have been selected, and autotuning has been utilized in several studies. Hyper-
parameter autotuning provides an effective approach to maximizing model performance.
This study attempts to test the autotuning of eight hyperparameters (‘hidden_layer_sizes’,
‘alpha’, ‘learning_rate_init’, ‘activation’, ‘learning rate’, ‘max_iter’, ‘momentum’, and
‘solver’) in the base model to predict LNG consumption in a food factory. These hy-
perparameters are considered tuning targets when constructing an MLP model, as they
determine the model’s structure and learning method, thus substantially affecting its learn-
ing process and performance. Although there are other hyperparameters in an MLP, model
tuning can become too complicated if too many hyperparameters are considered, thereby
increasing computational costs. Therefore, this study selected eight key hyperparameters
that significantly impact predictive performance.

The eight hyperparameters are described as follows: (1) ‘Hidden_layer_size’ refers to
the number of neurons included in each hidden layer and determines how many neurons
are placed in each layer. (2) ‘Alpha’ controls model complexity by imposing penalties on the
weights, thereby helping to reduce overfitting. (3) The ‘initial learning rate’ is used when
the optimization algorithm updates the weights. (4) ‘Activation’ describes the function that
calculates the output of each neuron (the most frequently used activation functions are
Rectified Linear Unit (ReLU) and Sigmoid). (5) ‘Learning rate’ determines the frequency at
which the weights are updated in each iteration—if updating is too frequent, divergence
may occur, whereas if it is too infrequent, convergence may be slow. (6) ‘Max iteration’ refers
to the number of times that the optimization algorithm repeatedly uses the training data.
(7) ‘Momentum’ is used in the gradient-descent method to update the weights to reflect
previous movements by adding the current gradient update while partially maintaining
previous gradient updates. (8) ‘Solver’ selects an optimization algorithm, with ‘Adam’ and
‘stochastic gradient descent’ being representative cases.
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2.2.1. Hyperparameter Autotuning

Many methods for hyperparameter autotuning exist, with the primary methods being
grid search, random search, Bayesian optimization, genetic algorithms, and hyperband [25].
Grid search, which resolves the instability associated with manual searching, finds an
optimal combination after trying all possible combinations of hyperparameter values for
prespecified values. While this method is explicit, intuitive, and simple, its computational
costs increase exponentially along with the expanded search space [26]. Random search
randomly selects some of the hyperparameter values and tests them. While it has a lower
computational cost than that of grid search, it may be time-consuming to find optimal
combinations, and it is less reliable as it may not explore some search spaces in detail;
finally, it does not consider correlations between hyperparameter combinations. Bayesian
optimization finds the optimal combinations while updating the probability distribution of
the hyperparameter values to be tested next, based on previous attempts; it can achieve rel-
atively good results with fewer attempts by efficiently exploring the search spaces. Though
it may initially exhibit unstable performance, Bayesian optimization typically improves
over subsequent iterations, demonstrating its effectiveness in hyperparameter tuning. The
genetic algorithms method utilizes the concept of genetics to evolve hyperparameters over
multiple generations and find optimal combinations by genetically propagating success-
ful hyperparameter combinations in each generation. While this method can maintain
diversity by exploring various combinations, it may initially perform in a similar manner
to the random search method, and determining its optimization process may be time-
consuming. The hyperband method, which efficiently uses computational resources, trains
a model using various hyperparameter combinations and selects those combinations with
good performance. The hyperband method may be unstable initially, and the results can
significantly vary depending on the hyperparameter settings.

Among the above methods, Bayesian optimization conducts an efficient probabilistic
search in the hyperparameter space. In addition, it enables efficient and fast searching by
using previously obtained results to determine the next point to search. It has the flexibility
to combine various search algorithms and modeling techniques and can be applied to
various types of problems. In particular, this method can be applied to any function for
obtaining current information and can be used for a black box-type objective function,
which is expensive and whose shape is unknown [27–29]. This study used Bayesian
optimization because of its efficiency.

2.2.2. Bayesian Optimization

Optuna, a hyperparameter optimization library based on Bayesian optimization [30],
was used for hyperparameter autotuning. Optuna finds optimal hyperparameter combina-
tions that minimize or maximize the values of objective functions in given hyperparameter
spaces. Unlike other methods, this method evaluates the objective function through a series
of attempts and selects the next hyperparameter combinations to try based on the results of
the previous attempts. This method, known as sequential model-based global optimization,
functions by utilizing the estimates of the objective function obtained from previous hyper-
parameters to select the next hyperparameter values in a sequential and iterative search
process. Bayesian optimization utilizes a surrogate model and an acquisition function. In
the surrogate model, which is used to improve the optimal function model, the acquisition
function recommends the optimal input values. The surrogate model estimates the objec-
tive function based on the data secured so far, primarily using a Gaussian function [31,32].
Using the acquisition function, the surrogate model probabilistically calculates the next
value to be investigated based on the actual data for the objective function [9]. Here, ‘objec-
tive function’ refers to the optimal function being sought, also referred to as a ‘black-box
function’. The Bayesian optimization process is illustrated in Figure 1.
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Figure 1. Bayesian optimization process. The black line in (a) indicates the unknown objective
function, which makes it possible to obtain results after the initial random hyperparameter sampling.
Based on the observed values, the surrogate model estimates the optimum function (green line in (b)),
and the acquisition function finds the candidate hyperparameter combinations to observe the next
value (d). The surrogate model then again estimates the optimal function (green line in (c)), and
the process is repeated to find a hyperparameter combination, with the values approaching the
objective function.

2.3. Data Collection and Utilization

The research target for the prediction model was a small-to-medium-sized food factory
in South Korea. It manufactures, processes, and sells food products, such as ham, sausages,
and pork cutlets, and its main processes include raw material pretreatment, processing,
smoking, grilling, and sterilization. There is no systematic energy management, and
operations are managed based on employee experience. Here, it was assumed to be
necessary to analyze and predict energy consumption to improve the factory’s energy
utilization efficiency.

Production per factory building, total production, LNG temperature and pressure
data for each factory building, and outside temperature and humidity data were utilized
as independent variables to predict LNG consumption. LNG consumption, LNG tem-
perature and pressure, and production data were obtained from boiler logs, which are
manually written and managed by the factory, as well as from human–machine interface
data and details of production logs maintained in a database. The data period utilized was
6 December 2021 to 19 March 2022. All conditions of the model except hyperparameter
settings were the same as the predeveloped base model, including the data period used for
analysis [18].

2.4. Base Prediction Model

The MLP algorithm, used here for prediction, was developed and analyzed using
Python 3.9.7, Tensorflow 2.3.0, Keras 2.4.3, Sklearn 1.0.2, Pandas 1.4.1., Numpy 1.19.5, and
Matplotlib 3.5.1. The data, comprising training and testing datasets at a 9:1 ratio, were
preprocessed using minmax and standard scaling.

2.4.1. Hyperparameter Settings for the Base Prediction Model

Default values were applied to the hyperparameters of the base prediction model
(hidden layer size = 100; alpha = 0.0001; initial learning rate = 0.001; activation function, ReLU;
learning rate, constant; max iteration = 200; momentum = 0.9; solver, Adam).
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2.4.2. Predictive Performance Criteria

Machine-learning-based prediction studies typically evaluate predictive performance
based on the Measurement and Verification (M & V) Guidelines of the American Society
of Heating, Refrigerating, and Air-Conditioning Engineers (ASHRAE) [33], the United
States Department of Energy’s Federal Energy Management Program (FEMP) [34], and
the International Performance Measurement and Verification Protocol [35–37]. Each of
these sources suggests measurement and verification protocols and predictive performance
criteria for prediction models.

This study uses the reference values suggested by AHSRAE and FEMP, and the
CvRMSE and R2 were used to evaluate predictive performance. ASHRAE and FEMP
suggest requirements of CvRMSE < 15% for monthly data and CvRMSE < 30% for hourly
data. As this study utilizes daily data, 20%, the median value, was set as the target.
ASHRAE suggests using R2 > 0.75, and this study used this value as the target (Table 2).

Table 2. Evaluation metrics of the prediction model.

Index Data Type
Guideline

Target ValueASHRAE
Guideline 14 FEMP

CvRMSE

Monthly 15% -

Daily - 20%

Hourly 30% -

R2 - 0.75 - 0.75

2.5. Prediction Model Applying Autotuning Based on Bayesian Optimization

This study applied autotuning based on the base model. The hidden layer size was set to
search integer values of 50–500. Alpha was set to search from 1 × 10−6 to 1 × 10−2 using a
log-uniform distribution. The initial learning rate was set to search from 1 × 10−6 to 1 × 10−1

using a log-uniform distribution, ensuring that the potential values were evenly spaced on
the log scale. The activation function was set to search after selecting among the identity,
logistic, tanh, and ReLU functions. The learning rate was set to search after selecting among
the constant, invscaling, and adaptive configuration values. The maximum iteration was
set to search integer values of 50–500. Momentum was set to search after selecting values
with a uniform distribution of 0.1–0.9. Solver was set to search after choosing between
the limited-memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) and Adam algorithms.
Table 3 summarizes the search range of each hyperparameter.

Table 3. Evaluation metrics of the predictive model.

No. Hyperparameter Search Range Type

1. Hidden layer size 50–500 Discrete

2. Alpha 1 × 10−6 to 1 × 10−2 Continuous

3. Initial learning rate 1 × 10−6 to 1 × 10−1 Continuous

4. Activation function Identity, logistic, tanh, ReLU Categorical

5. Learning rate Constant, invscaling, adaptive Categorical

6. Max iteration 50–500 Discrete

7. Momentum 0.1–0.9 Continuous

8. Solver L-BFGS, Adam Categorical

The search range for each hyperparameter can be categorized as discrete, continuous,
or categorical. The hidden layer size and max iteration are discrete hyperparameters; alpha,
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initial learning rate, and momentum are continuous; and the activation function, learning
rate, and solver are categorical. For the hidden layer size, activation function, learning
rate, max iteration, and solver, there were 451, 4, 3, 451, and 2 cases, respectively. However,
the number of searches cannot be determined for the continuous hyperparameters (alpha,
initial learning rate, and momentum). As alpha and learning rate increase on a log scale, it
is not possible to determine the number of searches as a discrete value. For momentum,
the interval between each value is not clearly defined, so the number of searches cannot
be determined. While the total number of searches can be calculated by multiplying the
number of searches for each of the eight hyperparameters, it cannot be determined here, as
this is unknown for alpha, learning rate, and momentum.

3. Results and Discussion
3.1. Hyperparameter Autotuning Based on Bayesian Optimization

Bayesian optimization-based autotuning essentially uses a probabilistic model to
search for points with high possibilities in the hyperparameter space, making it possible
to efficiently find optimal hyperparameter combinations. However, it is only possible to
confirm the final optimal combinations, and it is impossible to precisely determine the
process (that is, to identify the combinations tested during the optimization process and
the results for each attempted combination). Instead, the optimization process can be
visualized and thus confirmed using contour, slice, and parallel coordinate plots, revealing
how each hyperparameter influences model performance.

Figure 2 presents a contour plot visualizing the hyperparameter autotuning process.
Each contour plot visualizes the interactions between two hyperparameters (on the x- and
y-axes), with model performance (mean-squared error [MSE], the value of the objective
function) represented as a contour. The top panel presents all the contour plots, while the
bottom panel presents two zoomed-in examples, i.e., the hidden layer size–max iteration
and hidden layer size–momentum. Closer contour spacing reflects a substantial change in
objective function value, and the darker contour represents lower objective function values.
Contours with closer spacing and darker colors can thus be interpreted as areas of optimal
hyperparameter combinations, whereas those with wider spacing and lighter colors can
be interpreted as areas with suboptimal hyperparameters. Although it is impossible to
directly confirm optimal combinations within the entire hyperparameter search space of
the contour plot, the interactions between two combinations can be confirmed visually, and
the tendency of each combination in each section can thus be confirmed. In the hidden
layer size–max iteration combination, when the hidden layer sizes are approximately
110–130 and the max iteration is approximately 470–490, there is a high probability of a low
objective function result, that is, an optimal combination. Similarly, in the hidden layer
size–momentum combination, when the hidden layer sizes are approximately 110–130 and
the momentum is approximately 0.1–0.15, there is a high probability of a low objective
function result; that is, an optimal combination.

Figure 3 presents a slice plot illustrating the effect of each hyperparameter in one di-
mension, making it possible to confirm that the objective function values change along with
the values of each hyperparameter. Each subplot shows the changes in the objective func-
tion values in line with the values of the other hyperparameters, besides the corresponding
hyperparameters. The x-axis indicates the set value of the corresponding hyperparameter,
and the y-axis is the objective function; this makes it possible to confirm the MSE values. A
darker color and lower y-axis value indicate areas with lower objective-function values; the
optimal value will likely be obtained by moving toward the point with the lower objective
function value. It is likely that the optimal value will not be found in areas of the plot with
low y-axis values and lighter colors or high y-axis values and darker colors. In summary, it
is possible to confirm the relative performance of hyperparameter combinations by com-
prehensively considering values on the y-axis and the colors of the dots. For instance, for
the solver hyperparameter, which exhibited the clearest pattern, there were more searches
in L-BFGS (which exhibited more points with darker colors) than in the Adam algorithm,
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and the points with darker colors were located lower on the y-axis. Thus, for the solver, the
optimal points are more likely to be found in L-BFGS than in Adam.
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Figure 4 presents a parallel coordinate plot illustrating the model’s performance for
various hyperparameter combinations, visualizing model performance in multidimensional
space. This plot can intuitively confirm the impact of each hyperparameter on the objective
function, because the values of multiple observations are connected by a line, thus indicat-
ing that Bayesian optimization effectively searches for the optimal hyperparameter [19].
A darker line indicates a lower value of the objective function at the corresponding point,
and the optimal hyperparameter combination minimizing the objective function will likely
be found. For example, activation, alpha, learning rate, initial learning rate, and solver are
relatively visible in the figure. For activation, a dark line is distributed toward ReLU, and
for both alpha and initial learning rate, a dark line is distributed toward the bottom near
1 × 10−6. In the case of learning rate, a dark line is distributed toward adaptive. Finally,
the solver can confirm that a dark line is distributed toward L-BFGS (Figure 4).

Figure 4. Parallel coordinate plot of hyperparameters.

Figure 5 presents the CvRMSE and R2 results based on the hyperparameter settings; the
red dots indicate the optimal values, while the blue dots represent the model performance
obtained by changing specific hyperparameter values in each trial. Each dot has a CvRMSE
or R2 value corresponding to the hyperparameter values. The distribution of these dots
enables visual identification of how each hyperparameter affects the model’s performance.
The red dots reflect trials obtained using hyperparameter combinations with the best
performance identified during optimization. For instance, for the initial learning rate,
many trials were conducted when the setting was ‘adaptive’, indicating that the optimal
combination was found using this setting.

Using the MLP algorithm with Bayesian optimization-based autotuning revealed the
following optimal hyperparameter combinations for predicting the target factory’s LNG
consumption: hidden layer size, 112; alpha, 1.0721554206232144 × 10−6; initial learning
rate, 4.606358642703309 × 10−6; activation function, ReLU; learning rate, adaptive; max
iteration, 482; momentum, 0.10528239434765554; and solver, L-BFGS (Table 4).

Table 4. Combinations of the optimal hyperparameter setting.

No. Hyperparameter Value

1. Hidden layer size 112

2. Alpha 1.0721554206232144 × 10−6
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Table 4. Cont.

No. Hyperparameter Value

3. Initial learning rate 4.606358642703309 × 10−6

4. Activation function ReLU

5. Learning rate Adaptive

6. Max iteration 482

7. Momentum 0.10528239434765554

8. Solver L-BFGS
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3.2. Comparison of Predictive Performance

In terms of the model’s predictive performance applying the optimal hyperparameter
settings, CvRMSE was 12.2965% and R2 was 0.9384. These results are consistent with the
target values of CvRMSE = 20% and R2 = 0.75, indicating that the optimized predictive
model performed better than the base model with default values (Table 5). The CvRMSE
and R2 values are averages obtained after running each model’s prediction 10 times.
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Table 5. Predictive performance of the base model and autotuning model.

Base Model Autotuning Model

CvRMSE 12.52% 12.30%

R2 0.88 0.94

3.3. Predictive Accuracy

The predicted values were obtained for the period of 1–31 January 2022, excluding
weekends (owing to the irregular operating schedule on weekends of each factory building)
and were compared with the measured values (24 January was excluded as the values were
not measured on this day). Table 6 compares the measured and predicted values.

Table 6. Comparison of the measured and predicted values.

Date
(MM-DD-YYYY)

Measured Value
(Nm3)

Predicted Value
(Nm3)

Error Rate
(%)

01-03-2022 (Mon) 2574.5390 2597.3552 0.8862

01-04-2022 (Tue) 2547.4297 2641.8763 3.7075

01-05-2022 (Wed) 2602.3438 2504.2546 3.7693

01-06-2022 (Thu) 2520.0078 2451.5920 2.7149

01-07-2022 (Fri) 2533.6172 2504.6114 1.1448

01-10-2022 (Mon) 2436.2500 2529.7752 3.8389

01-11-2022 (Tue) 2972.2500 2856.3891 3.8981

01-12-2022 (Wed) 3067.2500 3057.3344 0.3233

01-13-2022 (Thu) 2371.51149 2823.4717 19.0579

01-14-2022 (Fri) 2682.8125 2668.5752 0.5307

01-17-2022 (Mon) 2643.0859 2641.5808 0.0570

01-18-2022 (Tue) 3083.9219 2817.8573 8.6275

01-19-2022 (Wed) 2824.8906 2962.1930 4.8604

01-20-2022 (Thu) 2577.9219 2678.1944 3.8897

01-21-2022 (Fri) 2766.4297 2544.1039 8.0366

01-25-2022 (Tue) 2556.1328 2471.6590 3.3048

01-26-2022 (Wed) 2239.8359 2469.2590 10.2429

01-27-2022 (Thu) 2775.2969 2503.7210 9.7855

01-28-2022 (Fri) 2660.5391 2507.9212 5.7364

01-31-2022 (Mon) 275.9219 484.9581 75.7592

Average error rate: 8.5086%

Predictive accuracy: 91.4914%

Error rates were calculated by comparing the predicted values with the measured
values, and the predictive accuracy of the model was derived based on the average error
rate. The average error rate of the model was 8.5086%, with a high predictive accuracy
of 91.4914%, confirming the usefulness of this predictive model by applying Bayesian
optimization-based autotuning.

The error rate was calculated as follows:

Error rate =
|Predicted Value − Measured Value|

Measured Value
× 100 (%) (1)
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Predictive accuracy was derived based on the calculated average error rate.

Predictive accuracy = 100 − (Average Error Rate) (%) (2)

Figure 6 compares the measured and predicted values.
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4. Conclusions

This study utilized a machine-learning MLP algorithm to predict daily LNG consump-
tion at a food factory. First, a base model with default values for the key hyperparameters
was developed. Bayesian optimization, an autotuning technique, was applied to the prede-
veloped prediction model. The targeted hyperparameters for autotuning were the hidden
layer size, alpha, initial learning rate, activation function, learning rate, max iteration,
momentum, and solver. Autotuning was used to determine the optimal combinations of
hyperparameters, which were then saved as the updated model. By comparing and analyz-
ing the measured and predicted values for a given period, the updated model’s predictive
performance (in terms of CvRMSE and R2) was verified, thus confirming its applicability.
Autotuning improved the model’s predictive performance, with its predictive accuracy
exceeding 90%. Although this is a relatively simple model with autotuning applied to
the base model, it performed well in predicting LNG consumption. The findings suggest
that machine-learning-based prediction can be used to monitor and manage energy con-
sumption at industrial sites. This predictive model may be particularly useful in predicting
thermal energy use, which accounts for a large proportion of the food industry.

Although these findings cannot be generalized (because the model can generate
different outcomes depending on factors such as research targets and data characteristics),
they provide insights into the types of data that should be collected depending on the
research targets and the ranges that should be considered for tuning hyperparameters.
In this study, hyperparameter tuning was applied only to the base model. Additional
enhancements are anticipated with further improvements to the model. Given that this
study is focused on a comparison with the predeveloped base model, we utilized available
data types from the initial research phase to construct the base model, such as product
production and LNG temperature. Specifically, data from a relatively shorter period—daily
data from 6 December 2021 to 19 March 2022—were utilized. However, there is potential
to enhance this study by broadening the scope of the data categories and extending the
duration of future investigations. Additionally, we intend to integrate this predictive
function into FEMSs to enhance its efficiency in industrial settings. This integration will
include a mechanism to automatically retrain the model when prediction performance
declines below a certain threshold, along with features to automatically generate prediction
values and assess prediction accuracy. In addition, although the current study focuses on
LNG, we plan to expand and apply the results of this study to research on various other
energies, thereby contributing to improving energy efficiency across the industrial sector.
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