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Abstract: High-speed railway suspension bridges (HSRSBs) have been constructed with the new
advancements in technology. The deformation prediction for HSRSBs is essential to their safety and
maintenance. The conventional prediction methods are developed for bridges without high-speed
railway. Different factors, including temperature (TEMP), time delay compensation (TDC), train live
load (TLL), are considered in these methods. However, the train side (TS) and train instantaneous
position (TIP) have a significant impact on deformation for HSRSBs, and they are not used in the
prediction. More importantly, the coupling issue among different factors is so significant that it cannot
be neglected. In this study, we propose a deformation prediction model based on a backpropagation
(BP) neural network. This model uses different factors as model input, including TEMP, TDC, TLL,
TS, and TIP. The coupling issue is addressed by using the new model. The new model was evaluated
using a dataset of 10-day field measurements. It achieves a mean absolute error (MAE) of 8.81 mm, a
mean relative error (MRE) of 9.82%, and coefficient of determination (R2) of 0.94. The new model will
provide high-precision prediction for deformation and will be used in the development of an early
warning system.

Keywords: deformation prediction; high-speed railway; suspension bridge; GNSS; BP neural
network; multi-load coupling; influencing factor

1. Introduction

Technological and economic advancements have enabled the successful construction
and use of high-speed railway suspension bridges (HSRSBs). These bridges significantly
improve traffic capacity and can carry large amounts of traffic. Ensuring their opera-
tional safety has garnered significant attention [1–7]. Notably, the high-speed operation
of trains demands more stringent requirements for the smoothness of an HSRSB’s track
surface [8]. However, HSRSBs possess unique characteristics, such as long main girder
spans, flexible structures, substantial design loads, and high train speeds [3,9]. These
attributes lead to more pronounced dynamic responses, resulting in increased impact
forces from the high-speed trains traversing these bridges [4,5]. This presents considerable
challenges for safe operation and increases the risk of irreparable structural damage due to
excessive deformation.

Deformation serves as a crucial metric in assessing dynamic responses and has found
extensive utility in real-time bridge safety monitoring as a warning indicator [10,11]. A
well-considered deformation warning value proves advantageous in evaluating track
surface smoothness and ensuring bridge operational safety [9,12,13]. The effectiveness of
the predicted value of deformation as a fundamental early-warning threshold has been
confirmed [14,15]. However, to provide highly accurate deformation prediction values, it
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becomes imperative to conduct a comprehensive and precise analysis of load responses
based on the measured data, followed by the establishment of a high-precision deformation
prediction model [16].

Establishing a reliable deformation prediction model presents a formidable challenge
attributable to two key aspects: the accurate determination of model inputs and the de-
coupling of deformation. Achieving precise model inputs necessitates a comprehensive
understanding of load responses. However, compared to that for long-span bridges, re-
search on HSRSBs is still in its early stages. Numerous studies have indicated that long-span
bridge deformation is influenced by various factors, including the temperature [17,18],
temperature time delay [19,20], and railway live load [1,21]. Nonetheless, these factors
alone cannot fully capture the complexities of HSRSBs’ behavior [22]. The determination of
the influencing factors of HSRSB deformation requires a tailored analysis in accordance
with these bridges’ unique characteristics. (i) Research has underscored that the flexible
structure of an HSRSB leads to deformation variations when trains run on different tracks
or with varying train formations [1,6]. Unfortunately, such considerations have been in-
frequently addressed in prior investigations. (ii) Unlike conventional long-span railway
bridge monitoring, which predominantly focuses on stress, HSRSB monitoring prioritizes
passenger comfort and track geometry maintenance [16,23]. Increased train speed gener-
ates greater impact forces and vertical displacement, thereby reducing train operational
safety [24]. Consequently, HSRSB research must account for deformation at every moment
during a train passage, a factor contingent on a train’s instantaneous position [10]. This
differs from conventional scenarios, in which concern predominantly centers on a bridge’s
maximum deformation. However, this influencing factor has frequently been overlooked
in HSRSB deformation prediction.

Furthermore, the occurrence of substantial coupling deformation under multiple loads
emphasizes the necessity of considering the coupling effect in HSRSB deformation research.
Nonetheless, decoupling the monitoring data proves to be a challenging task [25]. The intri-
cate structure of an HSRSB precludes the identification of a precise mathematical formula
for coupling deformation. Deformation in bridges subjected to multiple-load coupling
represents a complex and indistinct nonlinear relationship between environmental stimuli
and structural responses. To circumvent the need for decoupling the monitoring data, the
application of a suitable simulation method is imperative. Machine learning has emerged as
an effective tool that has yielded satisfactory outcomes in predicting coupled deformation
in civil structures, including long-span bridges [26–28], dams [29–31], and tunnels [32–34].
It holds substantial promise for achieving high-precision deformation predictions and
serves as an efficacious approach for addressing the intricacies of decoupling.

Establishing a high-precision prediction model forms the fundamental basis for ensur-
ing operational safety and offering early-warning indicators. In this study, we propose a
model parameter selection strategy allowing the objective identification of the influencing
factors of vertical deformation and introduce a multi-load coupling deformation (MCD)
prediction model. First, we present our model parameter selection strategy. We analyze
the load responses of HSRSB field-measured data under various loads to identify the
influencing factors, utilizing multi-source data. These factors encompass the temperature
(TEMP), time delay compensation (TDC) for temperature, train live load (TLL), train side
(TS), and train instantaneous position (TIP). Subsequently, following our model parameter
selection strategy, we establish an MCD prediction model based on a backpropagation (BP)
neural network to forecast bridge deformation under multiple loads. We further validate
our MCD prediction model using a 10-day field dataset as a case study. Ultimately, the
objective of this study is to attain high-precision deformation predictions under multiple
loads and explore abnormal deflection warnings for HSRSBs.
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2. Methodology
2.1. Model Parameter Selection Strategy

As shown in Figure 1, two data sources were used in our model parameter selection
strategy: a Global Navigation Satellite System (GNSS) and temperature data. The GNSS
data are an important part of a careful procedure for ensuring the accuracy of results. The
original GNSS observations were resolved to obtain GNSS time series. Then, the GNSS
time series was pre-processed to obtain GNSS data; this process included the interpolation
of all missing epochs in the GNSS time series filled via interpolation and the removal of
obvious gross errors in the time series.
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Figure 1. Flow chart of the experimental process.

The temperature and GNSS data were used for the load response analysis. Considering
the slow changes in temperature, low-pass filtering was performed on the GNSS data
to extract low-frequency trends. Using low-frequency GNSS and temperature data, a
comparative analysis showed that TEMP is the influencing factor of vertical deformation.
A correlation analysis showed that the TDC for temperature is an influencing factor of
vertical deformation.

The Pearson linear correlation coefficient, which is the most commonly used linear
correlation coefficient, was used for correlation analysis. It is suitable for linear data and
continuous and normal distributions. This coefficient is defined as follows: there are m



Remote Sens. 2024, 16, 1687 4 of 22

objects and n columns of indicators that form a data matrix X =
(
xij

)
m×n. The correlation

coefficients for columns a and b in the data matrix are rho(a, b):

rho(a, b) =
∑m

i=1 (xa,i − xa)(xb,i − xb)

∑m
i=1 (xa,i − xa)

2∑m
j=1(xb,i − xb)

2 , (1)

m is the length of each column, and the correlation coefficient values range from −1 to +1.
The value ±1 represents a complete correlation, while 0 indicates no correlation between
the columns.

2.2. Multi-Load Coupling Deformation Prediction Model

The steps pertaining to the MCD prediction model primarily comprise data processing,
BP neural network training, BP neural network prediction, and prediction effect analysis,
as shown in Figure 1.

1. Data processing: The GNSS high-frequency data with an extreme value within 1σ
during train passage are intercepted as the vertical deformation. Subsequently, the
five influencing factors are resampled based on the vertical deformation sampling rate.
To eliminate the dimensional impact between the indicators, all data were normalized
to form a complete sample set.

2. BP neural network training: To train the BP neural network, 60% of the sample set
was used as the training set, and 20% of the sample set was used as the validation set,
in which TEMP, TDC, TLL, TS, and TIP were inputs, and the vertical deformation was
the output.
The BP neural network is a multilayer feedforward neural network trained according
to the error backpropagation algorithm, which can be used for function approximation.
It is one of the most widely used neural network models. It has strong nonlinear
mapping ability. The number of sublayers and neurons in each layer of the network
can be set according to the pertinent requirements; therefore, this network is suitable
for multiple input prediction.
The BP neural network structure is shown in Figure 2 and has three layers: the input,
hidden, and output layers. The BP algorithm consists of two parts: forward propaga-
tion of information and backpropagation of errors, in which the input (x1, x2, . . . , xn)
is calculated from the input layer to the output layer (y1, y2, . . . , yj) through the hidden
layer based on the activation function (F1, F2). If the desired output is not obtained
in the output layer, the error change in the output layer is calculated. Subsequently,
backpropagation through the network returns the error signal along the original con-
nection path to modify the weight (wni, wij) of each layer of neurons until the desired
goal is achieved.
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3. BP neural network prediction: A total of 20% of the sample set was used as the test
set, which was input into the trained BP neural network. The predicted results were
then normalized.

4. Analysis of the prediction effect in terms of performance metrics. A factor selection
model was used to compare the contributions of each factor to the prediction. Neural
network comparison experiments were then used to analyze BP prediction ability. In
all the prediction effect analyses, we used the residual e, MAE, and MRE. The MAE,
MRE, and coefficient of determination (R2) were calculated to evaluate the prediction
accuracy of the proposed model [15]. According to the MRE and MAE criteria, the
smaller the value, the more accurate the model, indicating a higher prediction accuracy.
For a group of measurement data {x1, x2, · · · , xn}, the MAE formula (Equation (2)),
the MRE formula (Equation (3)), and R2 (Equation (4)) are as follows, respectively:

MAE =
1
n∑n

i=1|xi − x̂i|, (2)

MRE =
1
n∑n

i=1

∣∣∣∣ xi − x̂i
xi

∣∣∣∣× 100%, (3)

R2 = 1 − ∑n
i=1(xi − x̂i)

2

∑n
i=1(xi − x)2 , (4)

where x̂i is the predicted value, xi is the measured value for ith sample, x is the correspond-
ing mean test value, and n is the number of samples in the test dataset.

3. Background for a Study Case
3.1. Bridge Description

In this section, we consider the case of an HSRSB. The studied bridge opened in
December 2020. This HSRSB was symmetrical to its centerline, with a span layout of
84 + 84 + 1092 + 84 + 84 m (Figure 3). The upper bridge deck has eight lanes with a max-
imum speed of 100 km/h. The lower deck is arranged using four high-speed railways
(Figure 4). The direction of the four railways (tracks) is shown in Figure 5. The four
railways (tracks) are marked L1 (reserved), L2 (reserved), L3, and L4. The design speed
of the corresponding train is 380 km/h when running on the land track and 250 km/h
when running on the HSRSB. Based on the HSRSB design requirements, a high-speed train
with a total length of 438.4 m was used. The HSRSB has high ride stability and comfort
requirements. The 1092 m main span and total floating system lead to high flexibility and
low damping of the structure, which is subject to large vertical deformation under multiple
loads [7].
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Figure 5. Four-line railway track.

3.2. Monitoring Scheme in the Field

Vertical deformation was measured using GNSS sensors. The HSRSB has six GNSS
monitoring points, as shown in Figure 3. The reference station was located on the roof
of the monitoring room (not shown). The monitoring points were arranged as follows:
JC01 was at the upstream side anchorage (not shown); JC02 was downstream of the side
anchorage (not shown); JC03 was at the top of tower No. 3; JC06 was at the top of tower No.
4; JC04 was upstream of the midspan; and JC05 was downstream of the midspan. During a
train’s passage over a bridge, the midspan is the location where the stress and structural
response of the main beam are the largest [1]. Therefore, only JC04 and JC05 data were
used. The vertical direction exhibited the most significant response to load; therefore, only
the vertical time series was used [35]. Only the vertical time series of sensors JC04 and JC05
were used. The sensors JC01, JC02, JC03, and JC06 were not used in this study.

The ambient temperature from the meteorological station was recorded by the temper-
ature meters. Temperature meters were installed on the shore to measure air temperature
via point measurements.

3.3. Characteristics of the Monitoring Data

The 10-day vertical time series from 00:05:01 on 25 December 2021 to 00:05:00 on
4 January 2022 was selected. The sampling rate for the GNSS monitoring data was 1 Hz.
The vertical accuracy was 8~9 mm. It is evident from Figures 6 and 7 that the train live
load and temperature significantly contribute to vertical deformation. We also determined
the low-frequency trends of the deformation, which are shown as blue and orange lines
in Figure 7. In the original data, the temperature significantly contributed to the low
frequency (Figure 7). A high-frequency signal represents the train-induced deformation,
which fluctuates with the temperature-induced deformation trend and resembles a spike
(Figure 6).
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We also monitored the temperature during the same period. The sampling interval of
the installed thermometers was 1 h. Considering that temperature changes occur slowly,
it is reasonable to use the hourly average temperature to demonstrate temperature vari-
ations [36,37]. The low frequency of the deformation was extracted and compared to the
temperature. It can be gleaned from Figure 7 that there are diurnal cyclic variations in
environmental temperature and low-frequency deformation. There is a strong correlation
between the temperature and the deformation of the bridge. Over these 10 days, the tem-
perature difference was 18.8 ◦C. The lowest temperature generally appears at 6–8 o’clock,
and the highest temperature appears at 12–16 o’clock.

4. Results
4.1. Model Parameter Selection Strategy

The GNSS and temperature field data were used in the model parameter selection
strategy. The GNSS data were subjected to a careful procedure to ensure that they could
be used to monitor bridge deformation. The RTKLIB R2023a software, commonly used
in GNSS data processing, was used for GNSS data resolution. Additionally, the GNSS
time series was obtained using the dynamic solution mode, which is usually used when
the monitoring point is on a moving carrier. The GNSS time series were preprocessed as
follows: (i). All the missing epochs in the GNSS time series were filled using interpolation.
The missing rate of the JC04 data was 0.31%, and that of JC05 was 0.44%, both of which are
very small. (ii). Furthermore, distinct gross errors were removed from the time series.

In the following sections, the temperature and GNSS data are used to analyze the load
response of the HSRSB, and it is concluded that TEMP, TDC, TLL, TS, and TIP are factors
influencing vertical deformation.

4.1.1. Temperature, Time Delay Compensation, and Their Correlation with
Vertical Deformation

Based on the field data, the relationship between vertical deformation and the tem-
perature was analyzed. The low-frequency time series of the vertical deformation (blue
and orange lines in Figure 7) was treated using low-pass filtering and compared with the
temperature data (green lines in Figure 7). There was a negative correlation between the
temperature and deformation. Cable temperature plays the dominant role. The main-span
cable elongates due to the increase in its own temperature, which reduces its tension force
and leads to the movement of the mid-span elevation of the girder [38]. The tempera-
ture fluctuation range is −5 ◦C~13.8 ◦C. The low-frequency vertical deformation range is
−80 mm~60 mm.

A quantitative correlation analysis comparing the temperature and vertical deforma-
tion is beneficial for understanding their relationships. Owing to the abnormal change in
vertical deformation from 8:05:01 on 29 December 2021 to 8:05:00 on 30 December 2021, for
which a reason is unknown, a correlation analysis was not carried out for this period, and a
correlation analysis was carried out for the two time series, using this period as the dividing
line. At this stage, the temperature data were multiplied by −1 to offset their negative
correlation effect. The results of the correlation analyses are shown in Figure 8. JC04 and
JC05 were highly correlated, with correlation coefficients of 0.99 and 0.98, respectively. The
correlation coefficients between JC04 and temperature were 0.63 on 25 December 2021 at
8:05:01~29 December 2021 at 8:05:00 and 0.47 on 30 December 2021 at 8:05:01~4 January
2021 at 8:05:00. The correlation coefficients between JC05 and the temperature were 0.64 on
25 December 2021 at 8:05:01~29 December 2021 at 8:05:00 and 0.49 on 30 December 2021 at
8:05:01~4 January 2021 at 8:05:00. All correlation coefficients show that vertical deformation
has a correlation with the temperature.
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Owing to the slow heat conduction in the concrete structure, the internal temperature
of the structure lagged behind the ambient temperature, resulting in a time lag between
the vertical deformation and the ambient temperature. A cross-correlation analysis of the
GNSS time series and temperature data under normalized conditions was carried out. The
results are presented in Figure 9. In the 0~2.5 h interval, as the GNSS time series moved
backward, the cross-correlation improved. In the 2.5~3 h interval, the cross-correlations
reached their maximum. In the the data framed by the grey box, the peak cross-correlations
of the four time series are 0.75 (purple), 0.74 (red), 0.58 (light blue), and 0.56 (dark blue).
These results indicate that a temperature delay affects vertical deformation.
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According to the results of the comparative and correlation analyses, the temperature
and temperature delays are clearly related to vertical deformation. The TEMP and TDC
were objectively identified as the factors influencing vertical deformation.

4.1.2. Train Live Load, Train Side, and Their Correlations with Vertical Deformation

To analyze the relationship between the deformation and train live load of the HSRSB,
the deformation was processed via high-pass filtering to eliminate the influence of the
temperature on vertical deformation. Based on the similar spike deformation characteristics
caused by the train load, the time series of the train-passing time was intercepted. The
train passed over the bridge 1020 times over 10 days. A maximum vertical deformation for
1020 times was considered for the analysis.

Typically, it is difficult to determine whether a train passes the upstream or down-
stream side every time. Fortunately, the HSRSB opened only at L3 and L4, providing a
verifiable basis for grouping the operating sides. Among the four tracks, L1 and L2 are
reserved lines, and L3 and L4 are open to traffic; that is, the downstream side (JC05) is open
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to traffic, and the upstream side (JC04) is not open. Therefore, the vertical deformation
at JC05 was greater than that at JC04 when each train passed over (Figure 7). The trains
include 8-car trains and 16-car trains. The normal distribution fitting for four cases of
maximum vertical deformation should be analyzed: (i) JC04 monitored 8-car trains passing
over the bridge; (ii) JC05 monitored 8-car trains passing over the bridge; (iii) JC04 monitored
16-car trains passing over the bridge; and (iv) JC05 monitored 16-car trains passing over
the bridge.

According to the fitting results (Figure 10), the following conclusions can be drawn:
(i) The statistical data for the four cases are highly consistent with a normal distribution.
(ii) Due to the larger quantity of data in the eight-car train sets, their distribution is closer
to a normal distribution. (iii) The maximum vertical deformation of JC05 is generally
greater than that of JC04. (iv) The maximum vertical deformation induced by a 16-car
train is generally greater than that caused by an 8-car train, although this is affected by the
passenger volume inside the train. (v) The variances of the fitting results of the four cases
are 15.69 mm, 13.15 mm, 11.96 mm, and 11.01 mm from left to right, respectively. There are
two main reasons for this finding. First, the live load of each train is different, including
vehicle load and passenger volume. Second, the vertical measurement accuracy of the
GNSS time series using the dynamic solution mode was 8–9 mm. This also shows that the
inner coincidence precision of 11–15 mm based on repeated measurements is consistent
with the inner coincidence precision of 8–9 mm based on the GNSS solution results.
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4.1.3. Train Instantaneous Position and Its Correlation with Vertical Deformation

The relationship between the vertical deformation of the HSRSB and the instantaneous
position of a train was analyzed. As shown in Figure 11, based on the epoch (corresponding
to 1020 times) in which the maximum vertical deformation was located, 20 epochs were
simulated before and after, constituting a total of 41 epochs. Except for a few special cases,
train-induced vertical deformation was observed in epochs 12–13 before and after the
maximum vertical deformation value was reached. When the train was at the midspan,
the degree of vertical deformation was the largest. When the train left the midspan within
11 epochs, the vertical deformation gradually decreased. This means that a single complete
passage of a train over the bridge usually generates a significant deformation of the bridge
within 24–26 s. Additionally, the actual speed of the train is usually 151.2 km/h~163.8 km/h
when running on this HSRSB.

Although a preliminary conclusion is beneficial for understanding the train-induced
deformation, it is still insufficient for high-precision predictions in practical applications. A
more detailed quantitative analysis is required. To avoid oversampling, only the epochs
with a strong correlation with deformation were used. All deformations of a single epoch
in the 41 epochs were formed into a time series corresponding to said epoch, and a total
of 41 time series were obtained. The mean and standard deviation of the 41 time series
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were calculated and plotted (Figure 12). In the left 20 → 12 intervals, the mean value is
basically 0 because the train has not yet been on the bridge or the train load has little effect
on mid-span deformation. During this period, the standard deviation gradually decreased
within 5–8 mm, indicating that the distribution of the deformation values gradually became
concentrated. This finding indicates that the train load gradually becomes the dominant
load as the train moves towards the middle of the span; that is, vertical downward deforma-
tion occurs gradually. In the 12 → 0 section on the left side, the mean vertical deformation
decreases with the increase in the train load, and the standard deviation increases gradually.
This is because the TLL and TS generated by the 8-section marshalling train and 16-section
marshalling trains become the dominant factors affecting bridge deformation. Since the
correlation between deformation and TLL and TS is small at positions 20, 19, 18, 17, 16, 15,
14, 13, and 12, the MCD model is not applicable. Therefore, only data within 11 epochs of
the training position were considered.
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According to our analysis, TIP was significantly correlated with the vertical deforma-
tion. Therefore, TIP was considered an influencing factor of vertical deformation, and its
MCD model input parameters were also determined.

In the model parameter selection strategy, five factors contributing to the vertical
deformation of the HSRSB were objectively determined: TEMP, TDC, TLL, TS, and TIP.
They were used as MCD model inputs to predict the vertical deformation.

4.2. MCD Prediction Model
4.2.1. MCD Prediction Model Data

Machine learning accuracy is highly dependent on the dataset used. Therefore, reason-
able, representative, and highly correlated data must be obtained. As shown in Figure 13,
the MCD prediction model uses 10-day 1 Hz GNSS vertical deformation data, with a
total of 864,000 epochs. During these 10 d, the trains passed over the bridge 1020 times



Remote Sens. 2024, 16, 1687 12 of 22

for 23 epochs each time. Thus, 23,460 epochs were intercepted. In order to avoid data
redundancy, we eliminated TLL fault classification results and extreme cases, and 1σ was
used based on the normal distribution to further clean the data. The corresponding number
of samples was 710 times (16,330 epochs), which were used as the sample set. Sixty percent
of the sample set (426 times, 9798 epochs in total) was used as the training set. Twenty
percent of the sample set (142 times, 3266 epochs in total) was used as the validation set.
Twenty percent of the sample set (142 times, 3266 epochs in total) was used as the test set.
The TEMP, TDC, TLL, TS, TIP, and vertical deformations of the same epoch were used as a
set of data. In total, 13,064 sets of data were involved in the training. This sample size was
sufficient to ensure the training effectiveness of the BP neural network. A total of 3266 sets
of data were included in the prediction. The sample size was sufficient to verify the method,
and the statistical results based on a large quantity of data had very high reference values.
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4.2.2. BP Neural Network Architecture

The structure of the BP neural network is shown in Figure 14.
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1. BP input layer

A unified sampling rate was used in the first step. The temperature data were sampled
hourly. However, the sampling rates of TEMP and TDC should be the same as the sampling
rate of vertical deformation (1 Hz). Therefore, the temperature of the first epoch in each
hour was taken as the value of 3600 epochs. Because the sampling rates of TLL, TS, and
TIP are the same as those of vertical deformation, it was not necessary to resample them.

The second step involved determining the parameters for each model input. The
TDC uses hourly and minute data as the BP input. The TLL was divided into two sets:
an 8-car train and a 16-car train. TS was divided into two sets: trained and non-trained.
For modeling, the 8-car and 16-car trains were transformed into the numerical values 8
and 16, and the train and non-train sides were transformed into the numerical values 0
and 1, respectively. Subsequently, we set the state of the train at the midspan (as shown
in Figure 15) to 0. Based on the epochs required for the train to reach the midspan, we set
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12 states (0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, and 11). Additionally, a brief calculation formula for
similar cases was derived.

t =
l

2v
− a, (5)
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v is the train speed (m/s), l is the main span of the bridge (m), and a is a constant
(1 or 2).

2. BP hidden layer

The performance of a BP neural network depends on the corresponding parameters.
This factor determines the accuracy of the prediction model. The quantities of nodes in the
input layer n, hidden layer m, and output layer were all set to optimal values, where n = 5,
m = 1, and output layer = 1. The size of the hidden layer was 7. The maximum number
of training iterations was set to 100. The learning rate was set to 0.01. The minimum
error for the training target was 0.00001. The hidden layer activation function was ‘tansig.’
The output layer activation function was ‘purelin’. The neural network learning training
function was ‘trainlm’. The weight learning function was ‘learngdm’.

4.3. Experimental Results

A comparison between the results predicted by the MCD prediction model and the
measured values is shown in Figure 16, and the residuals are shown in Figure 17. The
predicted values are consistent with the measured values. The prediction accuracy of the
8-car train is better than that of the 16-car train. Among the 142 crossings, there were
122 crossings of 8-car trains; the MAE was 8.48 mm, the MRE was 9.98%, and the R2 was
0.94. There were 20 crossings of 16-car trains; the MAE was 10.87 mm, the MRE was 8.85%,
and the R2 is 0.94. The prediction residual MAE is 8.81 mm, the MRE is 9.82%, and the
R2 was 0.94, indicating that the proposed model has a good fit and prediction accuracy.
Under the limitations of GNSS vertical deformation accuracy (8–9 mm), the prediction
results indicate that the MCD model captured almost all the factors influencing the HSRSB’s
vertical deformation.

The results of the statistical analysis of the residuals are presented in Figure 18. The
residual distribution is highly consistent with the normal distribution, indicating that the set
is sufficient. The fitting result of the normal distribution shows that the mean is −0.44 mm,
and the variance is 11.27 mm. This result shows that, with sufficient information to construct
the model, the MCD prediction model may have a better prediction performance. There was
no systematic deviation in the residual, and the distribution was concentrated. Therefore,
the residual distribution results verify the effectiveness of the MCD prediction model. The
residual distribution results obtained from sufficient data were statistically significant. This
finding has significance as a reference for predicting the vertical deformation of HSRSBs.
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To determine the separate contributions of the five influencing factors to the prediction
accuracy, factor selection model comparative experiments were carried out. The factor
selection model was set as follows: one, two, three, or four of the five influencing factors
were removed. The MRE, MAE, R2, and improvement rate of the predicted results were
used as evaluation indices to compare the contributions of the five influencing factors. The
improvement rate was calculated using the following formula: (MAR of the predicted
results after removing influencing factors − MAR of the predicted results using all in-
fluencing factors)/(MAR of the predicted results by remove influencing factors) × 100
(%). The results are shown in Table 1. ‘×’ means the influencing factor was removed. In
comparison to the factor selection model, the MCD model aligns more closely with the
measured vertical deformation, exhibiting a significantly higher prediction accuracy, with
an improvement of up to 77.88%. Notably, when considering the three influencing factors of
train live load, train side, and train instantaneous position, the improvement rate increases
to 77.76%.

The residual error seems to be as high as 40 mm. This is not very good compared to
the overall deformation range (250 mm). Figure 19 shows all the examples of records with
high prediction errors (residual errors up to 30 mm). Prediction accuracy decreases when
the deformation is unconventional. This may be due to the accidental effects of heavier
vehicle loads. But the model still has good prediction results for the deformation trend.
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Table 1. The influence of the influencing factors on the prediction accuracy.

Influencing Factor Was Removed
MRE MAE (mm) R2 Improvement

RateTLL TS TEMP TIP TDC

✓ ✓ ✓ ✓ ✓ 9.82% 8.81 0.94 /
× 14.59% 15.28 0.78 42.34%

× 11.69% 11.07 0.91 20.42%
× 10.37% 9.18 0.94 4.03%

× 43.19% 37.58 0.18 76.56%
× 11.34% 9.88 0.93 10.83%

× × 15.62% 16.42 0.75 46.35%
× × 14.46% 15.08 0.77 41.58%
× × 45.43% 39.28 0.04 77.57%
× × 15.76% 15.91 0.77 44.63%

× × 11.90% 11.22 0.91 21.48%
× × 44.01% 37.93 0.15 76.77%
× × 12.83% 11.89 0.9 25.90%

× × 43.60% 37.65 0.17 76.60%
× × 11.56% 10.05 0.93 12.34%

× × 44.14% 37.83 0.16 76.71%
× × × 15.87% 16.56 0.74 46.80%
× × × 45.85% 39.61 0.01 77.76%
× × × 16.69% 17 0.74 48.18%
× × × 45.28% 39.33 0.03 77.60%
× × × 15.68% 15.85 0.77 44.42%
× × × 45.51% 39.33 0.03 77.60%

× × × 43.76% 37.95 0.15 76.79%
× × × 13.16% 12.11 0.9 27.25%
× × × 45.34% 38.21 0.14 76.94%

× × × 43.84% 37.77 0.16 76.67%
× × × × 44.78% 38.15 0.14 76.91%

× × × × 45.98% 39.43 0.03 77.66%
× × × × 46.77% 39.83 0.01 77.88%
× × × × 17.07% 17.34 0.74 49.19%
× × × × 46.21% 39.75 0.01 77.84%

Without considering TLL, the model can predict the 8-car train formation, but the
prediction accuracy of the 16-car train formation declines because there are too many data
in the 8-car train sets to ignore the 16-car train sets (Figure 20a). Without considering
TS, TEMP, or TDC, the model has no obvious deviation, but its prediction accuracy is
significantly reduced (Figure 20b–d). In the case of TEMP and TDC, the temperature had
no significant effect on the prediction. Because the selected sample data were taken from
the data during the train-passing period, in these time series, the train live load was the
dominant factor in the vertical deformation. The proportion of temperature factors during
this period significantly reduced. However, for high-precision prediction, the influence of
the temperature on displacement cannot be ignored; without considering TIP, the model
cannot generate a prediction, and the predicted value can only represent the mean of this
train passing over the bridge (Figure 20e).

To examine the suitability of the neural network model for the MCD model, commonly
used prediction models were selected for comparison. These models include the Support
Vector Machine (SVR), Radial Basis Function Neural Network (RBF), Recurrent Neural
Network (RNN), and Long Short-Term Memory (LSTM). Experiments were conducted
to determine the predictive capability of these models for HSRSBs. Table 2 presents the
evaluation results for each prediction model. Because each model is suitable for prediction
and the model input is sufficient for extracting deformation features for prediction, all the
models have a good prediction ability. The BP model performed the best among all the
models, with the lowest values of MRE and MAE. In addition, the CNN model had the
best predictive capability among all the commonly used models. Compared to the LSTM
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model, the MAE of the BP model was 0.86 mm, and its MRE was 1.69%. Therefore, the BP
model is reliable for predicting HSRSB deformation.
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Figure 20. Comparison between the predicted and measured deformation values in factor selection
model: (a) without considering TLL; (b) without considering TS; (c) without considering TEMP;
(d) without considering TDC; and (e) without considering TIP.

Table 2. Evaluation of five networks with different neural network architectures.

BP LSTM CNN RBF SVR

MRE 9.82% 11.51% 11.99% 11.65% 13.52%
MAE (mm) 8.81 9.67 9.88 10.24 12.04

R2 0.94 0.94 0.94 0.94 0.89
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5. Discussion

Building upon the preceding experiment, the accuracy of deformation prediction
primarily hinges on three key factors: methodology, model selection, and data quality.
In the following sections, we delve into a comprehensive discussion of these factors and
present practical approaches to enhancing prediction precision.

Method suitability: The prediction of vertical displacement methods can be catego-
rized into three main groups: model-based methods, general formulas, and data-driven
methods. Model-based approaches utilize finite element (FE) models for predictions. How-
ever, incorporating temperature changes into FE models poses a significant challenge. This
method is employed on a case-by-case basis and exhibits limited generality. The devel-
opment of general formulas relies heavily on extensive data collection and specialized
expertise. In comparison to the preceding two approaches, data-driven methods are more
adaptable for use across multiple bridges. Given that most long-span bridges are equipped
with health-monitoring systems and ample data sources, machine learning has exhibited
promise in the realm of displacement prediction.

Model completeness: Deformations in HSRSBs are highly intricate and difficult to
predict accurately when relying on incomplete datasets. The reason why a prediction result
of 8.82 mm was achieved using the MCD model can be attributed to the determination
of influencing factors through the analysis of HSRSB load responses, thereby enhancing
the comprehensiveness of the dataset. It is noteworthy that this study did not account for
wind and vehicle loads. Typically, trains traverse a bridge within a brief 30 s timeframe,
rendering the impact of wind loads on the bridge negligible during such a short duration.
Furthermore, deformations induced by vehicle loads within the same 30 s timeframe are
significantly smaller in magnitude compared to those caused by train loads. Nevertheless,
optimizing the prediction model by considering potential contributions from vehicle and
wind loads remains a viable avenue for further research.

Data quality: Superior results can be attained by improving data quality. In the case of
GNSS data, significantly enhancing prediction accuracy remains challenging due to the
inherent limitations of GNSS vertical accuracy. Simultaneously, a low sampling rate poses
the risk of missing critical details pertaining to vertical deflection. The integration of GNSS
with accelerometers offers the potential to not only augment data sampling rates but also
enhance data accuracy. However, this avenue warrants further investigation. In this study,
ambient temperatures were employed as the temperature data, which, in turn, contributed
to a reduction in the prediction accuracy. Vertical deformation in a bridge results from a
complex interplay of factors, including bridge beam temperature, tower temperature, cable
temperature, temperature differentials between the beam’s top and bottom plates, etc. The
development of more precise temperature modeling has the potential to further elevate the
prediction accuracy. Nevertheless, this may concurrently introduce data redundancy.

Wind and vehicle load also induced deformation. A comparison of wind speed
and vertical deformation is presented in Figure 21. When wind speed is considered an
influencing factor and used as a model input to predict deformation, the MAE is 8.81 mm,
the MRE is 9.82%, the R2 is 0.94, and the improvement rate is almost 0. This is because
December and January are not typhoon seasons; so, the wind speed is lower. High-wind
speed data will benefit the research.

Since the 10-day data correspond to low-wind-speed conditions, the time series re-
maining after separating the train-induced deformation and the temperature-induced
deformation can be considered to be vehicle-induced deformation (Figure 22). The statis-
tical results for vehicle-induced deformation are shown in Figure 23. The variance was
9.73 mm, and the 95% probability of the distribution was less than 19.07 mm. As the bridge
does not have a weighing system, it is difficult to predict deformation based on weight.
The use of period statistics may be a feasible approach, but this requires long-term data.
Further research will be conducted based on longer-period data.
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6. Conclusions

In this study, we introduced a model parameter selection strategy for objectively
identifying the factors influencing vertical deformation, which were subsequently utilized
as inputs for the prediction model. Additionally, we presented a multi-load coupling
deformation prediction model designed to forecast bridge deformation. To validate this
model’s effectiveness, we selected a high-speed railway suspension bridge as our test case,
and the results demonstrate a superior prediction accuracy. This means that, with the
predicted temperature, when an 8/16-car train is traveling upstream/downstream, the
prediction model can predict the bridge alignment in real time by dividing the bridge
into 23 equal parts. This approach does not require the heavy workload of finite element
modeling. The following conclusions can be drawn from our investigation:

1. Based on the load response analysis within the model parameter selection strategy
of a high-speed railway suspension bridge, we conclude that vertical deformations
result from a combination of five primary influencing factors: the temperature, time
delay compensation, train live load, train side, and instantaneous train position.

2. The experimental results reveal a strong agreement between the predicted and mea-
sured values. The residual mean absolute error (MAE) was 8.81 mm, with a mean
relative error (MRE) of 9.82% and a coefficient of determination (R2) of 0.94. These
findings affirm the method’s capacity to accurately predict multifactor-coupled ver-
tical deformations and nonlinear mapping relationships, further underscoring the
suitability of the established multi-load coupling deformation model for vertical
deformation prediction for high-speed railway suspension bridges.

3. In comparison to the factor selection model, the multi-load coupling deformation
model aligns more closely with the measured vertical deformation, exhibiting a sig-
nificantly higher prediction accuracy, with an improvement of up to 77.88%. Notably,
when considering the three influencing factors of train live load, train side, and train
instantaneous position, the improvement rate increases to 77.76%.

4. In the comparison experiments involving neural networks, all the models exhibited
strong prediction capabilities due to the ample input data for extracting deformation
features. The backpropagation (BP) neural network outperformed the other models.

5. This study contributes to the achievement of a comprehensive understanding of
the behavior patterns exhibited by high-speed railway suspension bridges. The
findings of this study hold significant importance in enhancing our comprehension of
the structural stability of high-speed railway suspension bridges, offering valuable
insights for future research endeavors.
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