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Abstract: A semantic adjustment to what physicists mean by the terms ‘special relativity’ and ‘general
relativity’ is suggested, which prompts a conceptual shift to a more unified perspective on physics
governed by the Poincaré group and physics governed by the Galilei group. After exploring the
limits of a unified perspective available in the setting of 4-dimensional spacetime, a particular central
extension of the Poincaré group—analogous to the Bargmann group that is a central extension of the
Galilei group—is presented that deepens a unified perspective on Poincaré and Galilei physics in
a 5-dimensional spacetime setting. The immediate focus of this paper is classical physics on affine
4-dimensional and 5-dimensional spacetimes (‘special relativity’ as redefined here), including the
electrodynamics that gave rise to Poincaré physics in the first place, but the results here may suggest
the existence of a ‘Galilei general relativity’ more extensive than generally known, to be pursued in
the sequel.

Keywords: relativity; Poincaré group; Galilei group; Bargmann group

1. Introduction

In present common usage, the terms ‘relativistic physics’ and ‘non-relativistic physics’
refer, at least roughly, to what might be called something else—perhaps ‘Poincaré physics’
and ‘Galilei physics’, respectively. These latter terms are intended here as shorthand for
‘physics governed by the Poincaré group’ and ‘physics governed by the Galilei group’.
The motivation behind such a change in nomenclature, were it socially feasible, is that the
essential innovation of what is commonly called ‘relativistic physics’ is the relativity of time,
or more precisely, the relativity of simultaneity. In terms of space, so-called ‘non-relativistic
physics’ is, in an important sense, just as relativistic as ‘relativistic physics’.

Absolute time—the notion that distinct events either do or do not occur at the same
instant—is intuitive to ordinary human experience. This is manifest in the everyday
expectation that if two observers carrying synchronized clocks each become aware of
two distinct events, their clock readings will agree on whether the events occurred at the
same time (after correction for finite travel time of light and sound from event to observer),
regardless of the events’ separation in space or the relative motion of the observers. Einstein
achieves the reconciliation of classical electromagnetism with classical mechanics only by
abolishing this intuition; such is the cost of promoting the Maxwell equations, with their
specification of the speed of light, to the status of physical law valid for all inertial observers.

True, a consequence of Einstein’s theory is that observers in relative motion disagree
about intervals in both time and space (‘time dilation’ and ‘length contraction’, respectively),
while in Newton’s world, all observers agree on both durations measured by ideal clocks
and the lengths of straight rulers, regardless of the motion of these clocks and rulers.
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This is presumably a major part of the rationale for nomenclature distinguishing between
‘relativistic’ and ‘non-relativistic’ theories. But the ‘relativistic’ phenomenon of length
contraction is secondary or derivative in the sense that, in both Einstein’s and Newton’s
worlds, measurements of length must occur at a single instant and therefore depend
on a notion of simultaneity, while in Newton’s world, no analogous specification—that
measurements occur at the same place—is necessary in order to define measurement of
time duration.

That measurements of lengths of objects depend upon a notion of simultaneity is a
reminder that, unlike absolute time, absolute space is not as intuitive to ordinary human
experience, at least upon reflection. (Apparently, absolute space did seem obvious to
Aristotle and his later followers, who dogmatically rejected Copernicus). This is manifest
in ready acceptance of the fact that if two observers carry triads of mutually orthogonal
rulers in matching orientation, the answer to the question of whether two events occur
in the ‘same place’ depends very much on both the time interval between the events and
the relative motion of the observers. (Here, ‘place’ means the three-tuple of distances in
each of the three dimensions of ordinary space between the events and the origins of the
observers’ triads). This translates into what is appropriately called the ‘Galilei relativity’ of
the physics of the everyday human world, made persuasive—to the intelligent person of
ordinary experience—by Galilei’s thought experiment about the inability to detect uniform
motion of a ship based on observation of one’s immediate surroundings in a sealed cabin
below decks (e.g., [1]).

That the relativity of time, rather than of space, is the crucial thing distinguishing
Einstein circa 1905 from Newton is manifest in the celebrated equations relating the time
intervals ∆t, ∆t′, and rectangular space intervals (∆x, ∆y, ∆z), (∆x′, ∆y′, ∆z′) between two
events measured by two different observers O and O′. Consider events sufficiently close
in time and space that the two observers detect no linear acceleration (via spectral shifts)
or rotation (via gyroscopes) in their own motion while they observe the two events [2].
Orient the observers’ x-axes along the direction of the observers’ uniform relative motion,
with O′ moving with velocity v, as measured by O, and align their y- and z-axes. In
Newton’s world,

∆t′ = ∆t,

∆x′ = ∆x− v ∆t,

∆y′ = ∆y,

∆z′ = ∆z.

In Einstein’s world,

∆t′ = Λ
(

∆t− v
c2 ∆x

)
,

∆x′ = Λ(∆x− v ∆t),

∆y′ = ∆y,

∆z′ = ∆z,

where c is the speed of light, and Λ = (1− v2/c2)−1/2. Newton agrees with Einstein as
v/c → 0. These transformations come from the homogeneous Galilei group on the one
hand and the Lorentz group on the other; these are the linear parts of the Galilei and
Poincaré groups, respectively, which include translations of the origin that cancel upon
taking coordinate differences. These groups are appropriately named for consequential
predecessors of the great synthesists Newton and Einstein.

Newton, while agreeing with Copernicus and Galilei, postulates absolute space in
addition to absolute time, in order to formulate his theory given the mathematics of his era,
and because of thought experiments about rotation (rotating pails of water, objects joined by
a rope rotating about their center of mass), which raises questions not addressed by Galilei.
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Thus, overturning both absolutes in a ‘relativistic’ theory comes to be associated with
Einstein. And, of course, the overthrow of an ‘absolute space’ in the sense of a luminiferous
aether as the medium in which light propagates also contributes to a sense that it is Einstein
who relativizes space as well as time.

But it is apparent from the above transformations that the starkest difference is that
time intervals are mixed into space intervals in both cases, while space intervals are mixed
into time intervals only for Einstein. Thus, the presence of ‘relativity’ in both cases—albeit
space only in one case, and both space and time in the other—justifies more careful reference
to, for instance, ‘Galilei relativity’ and ‘Poincaré relativity’, or ‘Galilei physics’ and ‘Poincaré
physics’, instead of ‘non-relativistic physics’ and ‘relativistic physics’.

In the measurement of time and space intervals contemplated above, the stipulation
of non-accelerated and non-rotating (i.e., ‘inertial’) observers points toward acknowledg-
ment of another entrenched but unfortunate linguistic fossil: the use of the terms ‘special
relativity’ and ‘general relativity’ to distinguish Einstein circa 1905 from Einstein circa
1915. Having freed the term ‘relativity’ from specific attachment to the world according
to Einstein and recognizing its relevance to the world according to Newton, the terms
‘special relativity’ and ‘general relativity’ must be reconsidered as well. The main difference
between Einstein circa 1905 and Einstein circa 1915, expressed in terms of the 4-dimensional
‘spacetime’ Minkowski introduces between them, is that the spacetime of Einstein circa
1905 is an affine space, which is flat, while the spacetime of Einstein circa 1915 is a more
general pseudo-Riemann manifold whose curvature is determined by the energy and
momentum of matter and radiation upon it (and indeed by the gravitational field itself,
Einstein’s gravitation being a non-linear theory). The latter is of course what enabled
Einstein to accommodate gravity within a framework governed by the Poincaré group,
with spectacular observational support from astrophysics and cosmology.

This distinction—between flat and curved spacetime, the latter with curvature deter-
mined by the presence of matter and radiation—is what ought to be meant by the terms
‘special relativity’ and ‘general relativity’, without regard for whether the physics is gov-
erned by the Poincaré group or the Galilei group. In this perspective the key difference is
not between ‘relativistic physics’—whether ‘special’ or ‘general’—governed by the Poincaré
group on the one hand, and ‘non-relativistic physics’ governed by the Galilei group on the
other. Instead, what distinguishes ‘special relativity’ from ‘general relativity’ is whether the
group in question—whether Poincaré, or Galilei—applies to spacetime globally, in which
case it is an affine space; or only locally, in which case its curvature is determined by its
energy and momentum content. The proper references, then, would be to ‘Poincaré special
relativity’ and ‘Poincaré general relativity’, and to ‘Galilei special relativity’ and ‘Galilei
general relativity’.

The purpose of this sequence of two papers is to demonstrate that these semantic shifts,
unavoidably associated also with conceptual shifts, point toward a unified perspective on
Poincaré and Galilei physics that may bear fruit in a Galilei general relativity more extensive
than generally known, a possibility that has been briefly reported previously [3]. This
first paper focuses on ‘special relativity’ as redefined above, that is, physics on spacetimes
that are affine spaces (and therefore flat manifolds)—both ‘Poincaré special relativity’ and
‘Galilei special relativity’. The physics to be addressed in this first paper includes the
motion of material particles and electrodynamics, the latter being tied historically both to
the emergence of the Poincaré group and to the very notion of spacetime. The second paper
will focus on ‘general relativity’ as redefined above, that is, physics on spacetimes that are
curved manifolds—both ‘Poincaré general relativity’ and ‘Galilei general relativity’. The
physics to be addressed in the second paper includes the motion of material continua and
gravitation, the latter being tied historically to the reconciliation of the Poincaré group with
gravitational physics by encoding the latter in the curvature of spacetime. Only classical
(which here means ‘non-quantum’, not ‘non-Poincaré’) physics will be considered.

A conceptual roadmap to the spacetimes addressed by (or at least mentioned in)
this sequence of two papers is given in Figure 1. The prefix B indicates a 5-dimensional
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Bargmann extension of a traditional 4-dimensional spacetime. The affine spacetimes M and
G, and their affine Bargmann extensions BM and BG, are the primary focus of this paper.
Curved spacetimes will be addressed in the sequel, with a primary goal of developing
a conjectured ‘Galilei general relativity’ more extensive than generally known, whose
spacetime is labeled BG.

Figure 1. Roadmap suggesting historical and/or logical connections between several spacetimes
addressed by (or at least mentioned in) this sequence of two papers. The prefix B indicates a 5-
dimensional Bargmann extension of a traditional 4-dimensional spacetime. The spacetimes M, G, BG
and BM are affine spaces (flat manifolds) addressed in this first paper focusing on ‘special relativity’.
The other spacetimes are curved manifolds; a primary goal of the second paper focusing on ‘general
relativity’ is the development of a conjectured ‘Galilei general relativity’ more extensive than generally
known, labeled BG.

In historical terms, and continuing to refer to Figure 1, the notion of spacetime begins
in earnest with Minkowski’s 4-dimensional geometric reformulation of physics accord-
ing to Poincaré and Einstein circa 1905 (traditionally known as ‘special relativity’) on a
4-dimensional affine space M. Einstein, circa 1915, subsequently generalized to physics
on a 4-dimensional curved spacetime E (traditionally known as ‘general relativity’). With
hindsight, the spacetime perspective of Minkowski and Einstein is backported to the
physics of Galilei and Newton in the 1920s with the work of Weyl [4] and Cartan [5–7];
examples of subsequent expositions include those of Toupin and Truesdell [8,9], Havas [10],
Trautmann [11,12], and Küntzle [13]. Newton gravity is accommodated in the spacetime
curvature of the resulting Newton–Cartan spacetimeN , though the 3-space leaves of the fo-
liation according to absolute time are flat (traditional 3-dimensional Euclid position space);
moreover, the geometry is not pseudo-Riemann (there is no non-degenerate spacetime
metric), and the field equations with mass density as a source are somewhat ad hoc in
comparison with the tight theoretical structure of physics on E .

The flat (affine space) version of N , Galilei–Newton spacetime G, can be understood
as being in effect augmented to a fifth dimension due to quantum mechanical consider-
ations originally articulated by Bargmann [14] and discussed also, for instance, by Lévy-
Leblond [15–17] and by Omote et al. [18]. It is subsequently recognized, for example, by
Souriau [19,20], by Duval et al. [21–23], by de Montigny et al. [24,25], and by de Saxcé and
Vallée [26–28], that the extended affine and curved Bargmann spacetimes BG and BN are
useful for classical Galilei physics as well. One bright spot is that these extended spacetimes
are now pseudo-Riemann spaces (there is now a non-degenerate spacetime metric, see
e.g., [18,21,22,24,25,27–29]), though the comparatively ad hoc nature of the field equations
encoding Newton gravity remains somewhat unsatisfying.
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The first few sections of this paper treat Poincaré and Galilei relativity in as unified
a manner as possible from within a 4-dimensional perspective. Minkowski spacetime
M and Galilei–Newton spacetime G are discussed in Section 2, including in particular
their foliation into position space 3-slices and corresponding 1 + 3 (time/space) tensor
decompositions. Spacetime treatments of a material particle and of the electromagnetic
field on M and G follow in Sections 3 and 4.

Subsequent sections of this paper illustrate the more unified perspective on Poincaré
and Galilei relativity made possible by a 5-dimensional spacetime setting.

A fundamental difference between Poincaré and Galilei physics is the unification of
inertia and total energy in the Poincaré case, in contrast to the invariant nature of inertia
and its strict separation from kinetic energy in the Galilei case. Consideration of the inertia–
momentum 4-vector (4-velocity of a material particle multiplied by its rest mass) shows
that the Poincaré and Galilei groups naturally address the transformations of inertia and
three-momentum. In the Poincaré case, the total energy goes along for the ride thanks to its
equivalence to inertia, but in the Galilei case, kinetic energy is left out in the cold: strictly
separated from inertia, kinetic energy is not addressed by Galilei transformations. The
traditional Bargmann group—called in this paper the Bargmann–Galilei or B-Galilei group,
and associated with an extended 5-dimensional spacetime BG—is a central extension of
the Galilei group that includes the transformation of kinetic energy, enabling a proper
understanding of Galilei physics in quantum mechanics [14–17] and a spacetime tensor
treatment of material continua that includes kinetic energy and internal energy [26–28].

What does not seem widely known or appreciated is the existence of what are called here
the Bargmann–Poincaré (or B-Poincaré) group, and its linear part, the Bargmann–Lorentz (or
B-Lorentz) group, and their association with a 5-dimensional spacetime called here Bargmann–
Minkowski or B-Minkowski spacetime BM. (These extended Lorentz/Poincaré transforma-
tions are noticed—perhaps uniquely, and almost as an afterthought—by Omote et al. [18], a
reference unearthed after publication of [3]). Because it already transforms total energy, a
central extension of the Lorentz and Poincaré groups is in some sense not needed, but it is
allowed and provides for a more unified perspective on Poincaré and Galilei physics. Unlike
the relationship between the 4-dimensional spacetimes M and G, these extended Poincaré
structures associated with BM limit smoothly to their counterparts associated with BG as
c→ ∞ (Duval and Künzle and collaborators [21,22] note that Poincaré and Galilei physics
both can be addressed from a common 5-dimensional setting but, unlike Omote et al. [18]
and the present work, do not seem to have noticed and explicitly specified the B-Poincaré
and B-Lorentz transformations and the even more unified perspective on Poincaré and
Galilei physics they afford). These matters are discussed in Section 5, including in particular
the foliation of BM and BG into position space three-planes and corresponding 1 + 3 + 1
(time/space/action) tensor decompositions necessary to make contact with observations.
Treatments of a material particle and of the electromagnetic field on BM and BG follow
in Sections 6 and 7. Reasons supporting a conjectured ‘Galilei general relativity’ more
extensive than generally known, whose spacetime is labeled BG, are given in Section 8.

Affine spaces and linear tensors are briefly reviewed in Appendix A. In order to
establish notation and the geometric perspective employed here, thorough familiarity
with Appendix A is recommended before proceeding to Section 2. In any case, two grave
warnings on notation deserve emphasis. First, in this work, the infix dot operator (·)
between two tensors will never denote a scalar product, if such exists between two vectors,
it will always be expressed explicitly in terms of the metric tensor defining the scalar product.
Here, the dot operator will instead denote only tensor evaluation, or contraction, via an
obvious ‘pairing between lower and upper indices’. Second, index notation will be used
sparingly so that, when a tensor or tensor field is introduced, careful attention should be
paid to its type.
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2. The Affine Spacetimes M and G
Minkowski spacetime M and Galilei–Newton spacetime G are affine spaces of dimen-

sion 4, whose points are called ‘events’. These spacetimes are endowed with additional
structure (related to causality) on their respective underlying vector spaces VM and VG,
whose preservation requires restriction to particular subgroups of GL(4). For VM, the
required subgroup of GL(4) is the Lorentz group O(1, 3); for VG, it is the homogeneous
Galilei group Gal0. These are the linear (that is, homogeneous) parts of the Poincaré group
(or inhomogeneous Lorentz group) IO(1, 3) and Galilei group Gal, respectively; the latter
are the subgroups of Aff(4) comprising the symmetries of M and G, respectively, which
add translations to the Lorentz group O(1, 3) and to the homogeneous Galilei group Gal0.

2.1. Minkowski Spacetime M
The causal structure on VM to be preserved is the null cone, embodied in a metric

tensor g of M, a symmetric and non-degenerate bilinear form that defines a scalar product
on VM. The metric g is such that for any vectors a, b ∈ VM, there exists a basis (e0, e1, e2, e3)
of VM such that

g(a, b) = −c2 a0b0 + a1b1 + a2b2 + a3b3, (1)

where the scalar c is the speed of light, and a = eα aα and b = eα bα define the compo-
nents (aµ) = (a0, a1, a2, a3) and (bµ) = (b0, b1, b2, b3) of a and b., respectively. Note the
summation convention, with Greek indices taking values in {0, 1, 2, 3}, with letters α, β, . . .
near the beginning of the Greek alphabet preferred for dummy indices, and letters µ, ν, . . .
from later in the alphabet preferred for free indices. Let VM∗ be the dual space of VM and
(e0
∗, e1
∗, e2
∗, e3
∗) the basis dual to (e0, e1, e2, e3). With respect to this dual basis, it is apparent

from Equation (1) that

g = − c2 e0
∗ ⊗ e0

∗ + e1
∗ ⊗ e1

∗ + e2
∗ ⊗ e2

∗ + e3
∗ ⊗ e3

∗. (2)

The null cone of VM is the set of all vectors a ∈ VM such that g(a, a) = 0.
The particular basis (e0, e1, e2, e3) considered above is not the only one for which

the scalar product g(a, a) takes not only the value, but the algebraic form exhibited in
Equation (1). Let η ∈ R4×4 be the Minkowski matrix

η =

[
−c2 0
0 1

]
=

[
−c2 0j
0i 1ij

]
, (3)

and g ∈ R4×4 the matrix

g =
[
gµν

]
=

[
g00 g0j
gi0 gij

]
(4)

collecting the components gµν = g(eµ, eν) of g. Note that latin indices take values in
{1, 2, 3}, and that letters i, j, . . . near the middle of the alphabet are preferred for free
indices; letters a, b, . . . near the beginning of the alphabet will be preferred for dummy
indices. With respect to the particular basis considered above, it follows from Equation (2)
that the matrix representing g is the Minkowski matrix:

g = η. (5)

Let a and b be the n-column representations of a, b ∈ VM with respect to the considered
basis (see Appendix A). Then, Equation (1) is expressed by the matrix equation

g(a, b) = aT
η b. (6)

Lorentz transformations are the invertible linear transformations PM of VM that preserve
the scalar product defined by g (without also transforming g):
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g(PM(a), PM(b)) = g(a, b). (7)

The Lorentz transformations constitute a subgroup of GL(VM). With respect to the consid-
ered basis, this preservation of the scalar product reads

aT (PT
M ηPM) b = aT

η b.

(Recall from Appendix A that PM is taken to act on the basis elements rather than on
the n-columns collecting the vector components). With slight ambiguity, refer to both
the set of Lorentz transformations, and the set of matrices whose elements PM ∈ GL(4)
faithfully represent them and are such that the Minkowski matrix is preserved according to
the relation

PT
M ηPM = η, (8)

as the Lorentz group O(1, 3). Under (suitable representations of) Lorentz transformations,
the matrix expression of Equation (6) for the scalar product is indifferent to a change of
basis

[
e′0 e′1 e′2 e′3

]
=

[
e0 e1 e2 e3

]
PM:

g(a, b) = aT
η b = (PM a′)T

η (PM b′) = a′
T
η b′.

Call a ‘Minkowski basis’ any basis of VM for which Equation (5) holds so that the inner
product g(a, b) is given by Equation (6) with η the Minkowski matrix of Equation (3), which
yields the arithmetic form of Equation (1).

The definition of the null cone of VM as the set of all vectors a ∈ VM such that
g(a, a) = 0, together with the invariance of the scalar product as the defining property
of Lorentz transformations (Equation (7)), implies that the null cone is preserved under
Lorentz transformations.

Elements P+
M of the identity component SO+(1, 3) of the Lorentz group (the connected

component containing the identity), also called the restricted Lorentz group or proper
orthochronous Lorentz group, can be uniquely factored into a ‘boost’ and a ‘rotation’. With
respect to a Minkowski basis (e0, e1, e2, e3) of VM,

P+
M = LM R.

Here,

R =

[
1 0
0 RS

]
, (9)

with RS ∈ SO(3) a rotation of the subspace VS of VM spanned by (e1, e2, e3); VS is the
orthogonal complement (relative to g) of the 1-dimensional subspace spanned by e0. More-
over, LM is a boost that can be parametrized as

LM =

 Λu
1
c2 Λu u

T

Λu u 1+ 1
∥u∥2 (Λu − 1) u uT

 (10)

where the 3-column u ∈ R3×1 is the boost velocity parameter,

Λu =

(
1− ∥u∥

2

c2

)−1/2

is the Lorentz factor associated with u, and ∥u∥2 = uTu is the squared Euclid norm with
respect to an orthonormal basis of VS (naturally appropriate to a Minkowski basis of
VM). Thus,
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P+
M =

 Λu
1
c2 Λu u

T RS

Λu u RS +
1
∥u∥2 (Λu − 1) u uTRS

. (11)

The inverse is

P+
M
−1

= RT L−1
M =

 Λu − 1
c2 Λu u

T

−Λu R
T
Su RT

S +
1
∥u∥2 (Λu − 1)RT

Su u
T

,

where L−1
M is obtained from LM via u 7→ −u.

Because g is non-degenerate, its matrix representation g of Equation (4) has an inverse

←→g =
[
gµν

]
=

[
g00 g0j

gi0 gij

]
,

written here in a way suggestive of the fact that ←→g collects the components gµν =
←→g (eµ

∗ , eν
∗) resulting from the evaluation of the inverse metric ←→g on elements of a ba-

sis of VM∗. The inverse Minkowski matrix is

←→
η =

[
− 1

c2 0

0 1

]
=

[
− 1

c2 0j

0i 1ij

]
, (12)

so that
←→g = − 1

c2 e0 ⊗ e0 + e1 ⊗ e1 + e2 ⊗ e2 + e3 ⊗ e3 (13)

with respect to a Minkowski basis—say, the same basis used to obtain Equation (8) from
Equation (7). Given a Lorentz transformation PM acting on VM, the dual space VM∗ is trans-
formed by the algebraic adjoint of the inverse transformation,

(
P−1
M

)
∗
; see Appendix A.

The inverse metric←→g defines a scalar product on VM∗, also Lorentz-invariant, in the sense
that for any ψ, ω ∈ VM∗,

←→g
((

P−1
M

)
∗
(ψ),

(
P−1
M

)
∗
(ω)

)
=←→g (ψ, ω).

This implies the preservation of the inverse Minkowski matrix,

P−1
M
←→
η P−T

M =←→η , (14)

consistent with Equation (8).
Equipped with a metric g and its inverse←→g , the affine spacetime (and flat differen-

tiable manifold) M with its underlying vector space VM enjoys a fullness of the apparatus
of tensor algebra (and tensor calculus).

The tensor algebra includes metric duality between vectors and linear forms manifest
in conventions for the raising and lowering of indices. Associated with a vector a ∈ VM,
which is a (1, 0) tensor, is a linear form a = g(a, ·) ∈ VM∗, which is a (0, 1) tensor. This is
expressed in matrix notation as aT = g a (so that a is represented as a 4-row a), and in terms
of indexed components as aµ = gµα aα. Associated with a covector ω ∈ VM∗, which is a
(0, 1) tensor, is a vector←−ω =←→g (ω, ·) ∈ VM, which is a (1, 0) tensor. This is expressed in
matrix notation as←−ω T

= ω←→g (so that←−ω is represented as a 4-column←−ω ), and in terms of
indexed components as ωµ = ωα gαµ. Consider also a bilinear form F ∈ VM∗⊗VM∗, which
is a (0, 2) tensor, taking values F(a, b) for a, b ∈ VM. It is associated by metric duality
with a (1, 1) tensor

←−
F ∈ VM ⊗ VM∗ defined by

←−
F (ω, b) = F

(←−ω , b
)

and a (2, 0) tensor
←→
F ∈ VM ⊗VM defined by

←→
F (ω, ψ) = F

(←−ω ,
←−
ψ
)

, where in both cases, ω, ψ ∈ VM∗. In



Symmetry 2024, 16, 214 9 of 64

matrix notation,
←−
F =←→g F and

←→
F =

←−
F ←→g =←→g F←→g . In terms of indexed components,

Fµ
ν = gµα Fαν and Fµν = gµα Fαβ gβν. In terms of the infix dot operator (·),

a = g · a = a · g for a ∈ VM,
←−ω = ω · ←→g = ←→g ·ω for ω ∈ VM∗,
←−
F = ←→g · F for F ∈ VM∗ ⊗VM∗,←→
F = ←→g · F · ←→g =

←−
F · ←→g for F ∈ VM∗ ⊗VM∗

express the above relations describing metric duality.
As for tensor calculus, M is a pseudo-Riemann manifold; the natural affine connection

∇ possessed by an affine space mentioned at the end of Appendix A becomes a Levi–Civita
connection associated with g. An orientation on M is specified with a volume form on VM,
the Levi–Civita tensor ε defined such that

ε(e0, e1, e2, e3) = 1

with components
εµνρσ = [µνρσ]

for a right-handed Minkowski basis. With respect to another right-handed but otherwise
arbitrary basis (e′0, e′1, e′2, e′3), Equation (A11), together with the matrix relation g′ = PT

ηP,
show that in the more general basis the components are given by

ε′µνρσ =

√
−g′

c
[µνρσ] (M only),

where g′ = det g′. Raising all four indices yields

ε′µνρσ = − 1
c
√
−g′

[µνρσ] (M only),

with respect to a general basis, or

εµνρσ = − 1
c2 [µνρσ] (M only)

with respect to a Minkowski basis.
A metric g that makes the volume form ε also a Levi–Civita tensor makes available

the Hodge star operator that provides a bijection between p-forms and (4− p)-forms. In
particular, a 2-form F is related to a complementary 2-form ⋆F by

⋆F =
1
2
←→
F : ε (M only), (15)

where
←→
F = ←→g · F · ←→g is the version of F with both indices raised, and the expression

with a double contraction (:) reads ⋆Fµν = Fαβ εαβµν/2. The bijective nature of the Hodge
duality relation is manifest in its ‘invertibility’, in the sense that (again for a 2-form)

⋆⋆F = − 1
c2 F (M only). (16)

One application concerns 4-vector fields a and b, for which the identities

⋆(a ∧ b) = ε(a, b, . , . ) (M only) (17)

and
⋆ε(a, b, . , . ) = − 1

c2 (a ∧ b) (M only) (18)
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hold, where a = g · a and b = g · b.

2.2. Galilei–Newton Spacetime G
Galilei–Newton spacetime G might in a more or less literal sense be regarded as a

‘degeneration’ of Minkowski spacetime M as c → ∞. In many respects, one obtains a
smooth limit, but crucially, the limit of the metric g does not exist so that a qualitatively
different geometric structure results. In particular, Equation (2) asymptotes as

g ∼ −c2 e0
∗ ⊗ e0

∗.

This indicates that the covector (linear form)

τ = e0
∗ (19)

becomes the fundamental causal structure on VG. With respect to what once was a
Minkowski basis—now to be called a Galilei basis—it is represented by the 4-row

τ =
[
1 0

]
=

[
1 0i

]
.

The other remnant that survives from Minkowski spacetime is a limit that does exist as
c→ ∞, namely,

←→g →←→γ = e1 ⊗ e1 + e2 ⊗ e2 + e3 ⊗ e3

from Equation (13). With respect to a Galilei basis it is represented by

←→
γ =

[
0 0
0 1

]
=

[
0 0j

0i 1ij

]
, (20)

and does not qualify as an inverse metric on VG because for τ (and similarly for any scalar
multiple thereof)

←→γ (τ, ω) = 0 (21)

for any ω ∈ VG∗, that is, it is degenerate in the technical sense.
The homogeneous Galilei group Gal0 consists of the linear transformations PG of VG

that preserve these structures, and it turns out that they are the c→ ∞ limit of the Lorentz
transformations. Require first that

τ(PG(a)) = τ(a)

for any a ∈ VG. When expressed with respect to a Galilei basis, this requirement implies[
1 0i

]
PG =

[
1 0i

]
.

Require also that for any ψ, ω ∈ VG∗,

←→γ
((

P−1
G

)
∗
(ψ),

(
P−1
G

)
∗
(ω)

)
=←→γ (ψ, ω),

which implies

P−1
G

[
0 0j

0i 1ij

]
P−T
G =

[
0 0j

0i 1ij

]
when expressed with respect to a Galilei basis (compare Equation (14)).

As with the restricted Lorentz group, the elements P+
G of the identity component Gal+0

of Gal0 can be uniquely factored into a boost and a rotation. With respect to a Galilei basis,
these read

P+
G = LG R,
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where R is the same as in Equation (9), and the Galilei boost

LG =

[
1 0
u 1

]
(22)

is the c→ ∞ limit of Equation (10) so that

P+
G =

[
1 0
u RS

]
(23)

with u ∈ R3×1 and RS ∈ SO(3). The inverse is

P+
G
−1

= RT L−1
G =

[
1 0

−RT
Su RT

S

]
,

where L−1
G is obtained from LG via u 7→ −u. It is easy to see that the matrices P+

G satisfy the
above conditions for the invariance of τ and←→γ .

Without a spacetime metric, the tensor algebra and tensor calculus on the affine
spacetime G are more limited. In particular, there is no metric duality, no ‘raising and
lowering of indices’, for tensors on VG or tensor fields on G: the type of a particular tensor
is fixed. As will be discussed shortly, there is metric duality on a subspace VS of VG, and
for later notational consistency a double arrow adorns the degenerate inverse ‘metric’←→γ .
For ←→γ regarded as a tensor on VG, however, this must not be associated with metric
duality, but simply as an integral part of the symbol denoting this particular tensor of fixed
type (2, 0).

A volume form exists, given by Equation (A10) with the ‘preferred basis’ being a
Galilei basis, but is not the traditional Levi–Civita tensor associated with a metric. There is
no Hodge star operator because there is no inverse metric, though one can define something
partly comparable—a ‘slash-star operator’—using the Galilei-invariant←→γ instead of←→g
available only on M. For a 2-form F, the analog of Equation (15) is

�⋆F =
1
2
←→
F : ε (G only), (24)

where now the raised-index object is interpreted as
←→
F =←→γ · F · ←→γ and has had its time

components projected out, and

�⋆�⋆F = 0 (G only) (25)

in contrast to Equation (16) as a consequence of the degeneracy of←→γ .

2.3. Spacetime Foliation and Tensor Decomposition

Humans and their measuring instruments do not apprehend spacetime directly, but
only perceive happenings in nearby ‘space’ at successive instants of ‘time’. Thus, if a
physical theory is formulated in terms of tensor fields on spacetime, comparison with
human observations requires a means of decomposing spacetime and tensor fields thereon
into structures compatible with perceptions experienced and recorded in this way. The key
tensor structures on the vector spaces VM and VG underlying the affine spacetimes M and
G, along with the symmetry groups compatible with them, enable such decompositions.
The manner in which these structures describe time implies a notion of space: given an
event a in M or G, the subset of events ‘simultaneous’ to a constitutes ‘space’ according
to an observer at a. A notion of time also embodies ‘causality’: if the value of a physical
variable at event a in M or G is to influence the value of a physical variable at event b,
event a must ‘precede’ event b.

Affine spacetimes permit ‘inertial observers’ with straight worldlines and no rota-
tion, and the splitting of spacetime into space and time as perceived by a single inertial
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observer is formally similar on M and G. Select an event O of M or G as origin, and a
Minkowski basis of VM or a Galilei basis of VG accordingly, designated (e0, e1, e2, e3) in
either case. Such bases are determined by the metric g and the Lorentz transformations,
which preserve it in the case of M, or by the covector τ and the (2, 0) tensor←→γ and the ho-
mogeneous Galilei transformations, which preserve them in the case of G, as discussed in
Sections 2.1 and 2.2. For these affine spacetimes, such choices of origin and vector ba-
sis determine a global coordinate system, as in Equation (A2); call these coordinates(

X0, X1, X2, X3) = (
t, xi), with t the time coordinate and (xi) the space coordinates. The t

coordinate curve passing through O is the straight line

T = {O + e0 t | t ∈ R}.

Interpret T as as the worldline of a fiducial (and inertial) observer, whose location in M
or G when the ideal clock (which marks time at a constant rate) reads time t is the event
O + e0 t. Let VS be the subspace of VM or VG spanned by (e1, e2, e3). For a given time
t ∈ R, consider a one-to-one mapping

VS →M or G
x 7→ O + e0 t + x.

The image of this mapping,

St = {O + e0 t + ei xi | (xi) ∈ R3},

is a hyperplane (a 3-dimensional affine subspace) of M or G through the event O + e0 t.
Interpret St as ‘space’, that is, position space, according to the fiducial observer with straight
worldline T at the time t: each of its points also has time coordinate t, and together they
constitute a surface of simultaneity with the fiducial observer. Each hypersurface St is a
level surface of (abusing notation) the coordinate function t; these hypersurfaces partition
spacetime, and the complete collection (St)t∈R is said to be a foliation of M or G.

For a given inertial observer—one with a straight worldline T—the structure of po-
sition space, that is, of the leaf St of the foliation of spacetime she encounters at time t, is
the same for M or G: it is a 3-dimensional affine space whose underlying vector space
VS is rotationally invariant. This is apparent from the expressions for Lorentz transfor-
mations P+

M on VM and homogeneous Galilei transformations P+
G on VG exhibited in

Sections 2.1 and 2.2, respectively: the symmetry transformations P+
M and P+

G both reduce to
a rotation of VS for vanishing boost parameter u. As a rotationally invariant vector space,
VS is naturally endowed with a flat Euclid metric defining the usual scalar product; call
it γ.

While much is the same for the split of M and G into space and time for a single
inertial observer, an important difference becomes apparent in comparing these splits for
different inertial observers. In a conventional spacetime diagram for VM, the fiducial time
and space axes—here aligned with e0 and e1—are vertical and horizontal, respectively, and
for c = 1, the trace of the null cone makes a 45◦ angle midway between them. Under a pure
boost of magnitude u aligned with e1, and temporarily setting c = 1, the basis relation (see
Appendix A) B′ = BP+

M yields

e′0 = Λu(e0 + e1u),

e′1 = Λu(e0u + e1),

e′2 = e2,

e′3 = e3

for the transformation of the basis vectors. According to these equations, the time axis and
the first space axis of another inertial observer moving with speed u relative to the fiducial
observer undergo a pseudo-rotation governed by g, each tilting towards the null cone by
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an equal amount so as to maintain (pseudo-)orthogonality (see, for instance, Figures 1 and
2 of Ref. [30]). That the worldline T′ of the second observer is tilted relative to T according
to its velocity is expected; the new result of Poincaré physics is that the hyperplane S′0,
which reflects simultaneity according to the second observer at t = t′ = 0, is tilted relative
to S0. This is the geometric origin of the relativity of simultaneity. For VG, the degeneration
of the spacetime metric g and its inverse←→g into the covector τ and the (2, 0) tensor←→γ ,
related by the degeneracy condition of Equation (21), can be understood by returning c
to its value in, say, SI units; this is a large number representing the rapid speed of light
propagation as perceived in ordinary human experience. Then, the trace of the null cone
opens wide (large distance for small time) until it nearly coincides with the horizontal axis;
indeed, this coincidence is complete in the limit c→ ∞. What was the invariant null cone
for VM is now the invariant hypersurface S′0 = S0, corresponding to the invariant covector
τ on VG. The basis vectors

e′0 = e0 + e1u,

e′1 = e1,

e′2 = e2,

e′3 = e3

transformed by a pure Galilei boost B′ = BP+
G confirm that T′ is tilted but S′0 is not (see, for

instance, Figures 3 and 4 of Ref. [30]). This is the geometric origin of absolute simultaneity in
Galilei physics, and the corresponding ‘floppiness’ of straight inertial observer worldlines
relative to a fixed surface of simultaneity results in the degeneracy of←→γ .

Having split spacetime into space and time for a given observer, a means of decom-
posing tensor fields on M or G into pieces ‘pointing along T’ and ‘tangent to St’ is needed.
On M these are ‘orthogonal decompositions’ thanks to the spacetime metric g; this allows
flexibility in the raising and lowering of indices of decomposed pieces, but is not the funda-
mental source of the uniqueness of the decomposition. On G unique decompositions are
still possible even though they are not ‘orthogonal’, because the uniqueness that matters
is the uniqueness inherent to expansion with respect to a particular basis. As will be
seen explicitly below, the point is that even without a metric, one always has an identity
operator δ that preserves an entire vector and a dual basis that can be used to pick off
particular pieces.

What is needed is a projection operator←−γ that subtracts off the portion of a vector
field lying along T, which is parallel to e0; the result is necessarily a vector tangent to St,
because VS is spanned by the remaining basis vectors (e1, e2, e3). To emphasize the status
of e0 as the value of the 4-velocity field of the fiducial observer associated with the selected
Minkowski or Galilei basis, label it n = e0 and call it the ‘fiducial observer vector’. (The
notion of 4-velocity will be introduced in Section 3.1). The other key element is the dual-
basis covector e0

∗, for which e0
∗(e0) = 1 and e0

∗(ei) = 0. Thus, e0
∗ corresponds to a covector

field ‘pointing completely away from’ St, in the sense that it vanishes when evaluated
on any vector tangent to St. Because St is a level surface of the coordinate function t,
the covector e0

∗ also corresponds to the exterior derivative or (covariant) gradient of this
function. Thus, at each point of St, the relation e0

∗ = dt = ∇t holds, with components[
1 0i

]
in the selected basis. With e0

∗ = ∇t and e0 = n, the dual-basis relationship reads

∇t · n = 1,

∇t · ei = 0.

Thus, any vector field a on M or G can be uniquely decomposed as

a = a∇t n + a←−γ ,

with
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a∇t = ∇t · a,

a←−γ =←−γ · a.

Here,
←−γ = δ− n⊗∇t, (26)

where δ is the identity tensor. This is the desired projection operator: the second term in
Equation (26) removes the part along T, leaving a vector field tangent to St.

The same projection operator can be used to decompose covector fields on M and G.
Writing

ω = ωn ∇t + ω←−γ

with

ωn = ω · n,

ω←−γ = ω · ←−γ

decomposes ω into pieces that do and do not vanish when evaluated on a vector parallel to
n, namely, ω←−γ and ωn ∇t, respectively.

For M, the ‘covector pointing away’ ∇t can be characterized in terms of a ‘dual-
observer vector’

χ =
←−
∇t (M only),

the metric dual of
χ = g · χ = ∇t (M only), (27)

characterized by
χ(n) = χ · n = 1 (M only).

This relation is what motivates the names ‘dual-observer vector’ for χ and ‘dual-observer
covector’ for χ. Moreover, because g(n, n) = −c2 while g(χ, n) = 1, it is clear from the
non-degeneracy of g that

χ = − 1
c2 n (M only), (28)

that is, that the dual-observer vector is a rescaled and oppositely directed version of the
observer vector, and unlike a 4-velocity is characterized by

g(χ, χ) = − 1
c2 (M only).

In terms of the dual-observer covector χ, Equation (26) becomes

←−γ = δ− n⊗ χ (M only)

as follows from Equations (26) and (27).
For G, the ‘covector pointing away’ ∇t is already a fundamental structure, the previ-

ously encountered invariant covector τ: any Galilei basis must conform to this fundamental
structure by having e0

∗ = τ. With e0 = n and e0
∗ = τ, the dual-basis relationship requires

τ(n) = τ · n = 1 (G only),

and the projection operator reads

←−γ = δ− n⊗ τ (G only)

as follows from Equation (26).
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Naturally one has a different projection operator←−γ ′ relative to a different Minkowski
or Galilei observer vector n′ = e′0. In the case of M,

←−γ ′ = δ− n′ ⊗ χ′ (M only),

with the dual-observer vector χ pseudo-rotating along with n to maintain the pseudo-
orthogonality of T′ and S′t′ . In contrast, for G the projection operator relative to a different
Galilei observer includes the same invariant covector τ:

←−γ ′ = δ− n′ ⊗ τ (G only).

That is, a different projection is made to the same invariant hypersurface St embodied by the
covector τ pointing away from it. Despite this ‘degeneracy’, the decompositions relative to
n and n′ are unique.

In summary, appropriate contractions project out desired parts of decomposed tensors.
Contraction of vectors and the ‘vector-like parts’ (contravariant indices) of more general
tensors with χ or τ projects out the ‘time’ parts parallel to n, while contraction with←−γ
projects out the ‘space’ parts belonging to VS. Contraction of covectors and the ‘covector-
like parts’ (covariant indices) of more general tensors with n projects out the ‘time’ parts
that do not vanish when evaluated on vectors parallel to n, while contraction with ←−γ
projects out the ‘space’ parts that vanish when evaluated on vectors parallel to n.

Another issue is the question of how to extend a multilinear form originally defined
only on VS to VM or VG. A case in point is the Euclid metric γ defined on VS by virtue of
its rotational invariance, as described above. An extension to VM or VG, denoted by the
same symbol γ, is defined with the help of the projection operator defined above, which
is used to enforce tangency to St. For a, b in VM or VG, the (0, 2) tensor γ on VM or VG is
defined by

γ(a, b) = γ
(←−γ (a),←−γ (b)

)
. (29)

The γ on the left is the tensor extended to VM or VG, and the γ on the right is the original
tensor on VS. The notation may seem a bit odd, but it evades a proliferation of symbols,
and the meaning is generally clear from the context.

The notational subtleties of the various tensors γ,←−γ , and←→γ can now be explained.
When denoting tensors on VS, these are simply the 3-metric; the 3-metric with first index
raised, that is, the identity tensor on VS; and the inverse 3-metric. When denoting tensors
on VM, it turns out that

γ = g − n⊗ χ (M only),

and the versions adorned with arrows reflect index raising with g. (On VM the identity
tensor is related to the metric and its inverse by raising an index of the metric itself:
δ = ←−g = ←→g · g or δ = −→g = g · ←→g ). When denoting tensors on VG, each of the tensors
γ, ←−γ , and ←→γ can be defined as distinct projection tensors, but they are not related by
metric duality; the arrows must simply be considered integral to the symbols defining
those particular tensors.

A word on a unified presentation of the volume form ε on M and G is in order. This is
defined in terms of a right-handed Minkowski or Galilei basis, respectively, with respect to
which the components are

εµνρσ = [µνρσ]

in either case, where the right-hand side is the alternating (permutation) symbol. Given
some fiducial Minkowski or Galilei basis, it may be useful to employ coordinates that
include curvilinear space coordinates on St and/or observers in (generally non-inertial)
motion relative to the fiducial observer, with (generally curved) worldlines exhibiting a
3-velocity β ∈ VS with rectangular components given by β = ei bi according to the fiducial
Minkowski or Galilei observer. The matrix representing a basis change governing this case
on either VM or VG is of the form
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P =

[
1 0

b C

]
=

[
1 0j

bi Ci
j

]
,

with b ∈ R3×1 and C ∈ R3×3. Since the 3-metric γ on VS is represented by the identity
matrix with respect to a Minkowski or Galilei basis, the matrix γ representing it in the
curvilinear/moving basis has components γij = Ca

i 1ab Cb
j so that γ = CTC. Thus, detP =

detC =
√

γ, where γ = detγ, and the components of the volume form on either M or
G become

εµνρσ =
√

γ [µνρσ]

according to Equation (A11). (As an aside, in the case of M, it is interesting to note what
the matrix g = PT

ηP representing g becomes under such a transformation). It may help to
put 1 = C−T

γC−1 in the space part of η, and note that the 3-column β = C−1 b collects the
components of β relative to the curvilinear basis, with the 3-row β = (γ β)T representing
the covector β = γ · β on VS. The result is

g =

[
−c2 + β β β

β
T

γ

]
=

[
−c2 + βa βa βi

β j γij

]
,

which up to setting the lapse function α = 1 is of the same form as in the 1+ 3 (traditionally,
3 + 1) formalism of Poincaré general relativity).

It is useful to consider further consequences of spacetime foliation for the space-
time volume form ε and the spacetime exterior derivative operator d. Because n = e0,
the contraction

ˇ
ε = ε(n, . , . , . ) = n · ε (30)

yields the space volume form
ˇ
ε on St, with components

ˇ
εijk = ε0ijk =

√
γ[ijk].

Conversely, because χ = e0
∗ and τ = e0

∗ on M and G, respectively,

ε =

χ ∧
ˇ
ε (on M)

τ ∧
ˇ
ε (on G)

(31)

is a useful factorization of the spacetime volume form ε. For vectors a, b ∈ VS, the cross-
product a × b familiar from R3 with Euclid metric γ—or more precisely, the covector
a× b = γ · (a× b), that is, the metric dual of a× b—is defined by

ˇ
ε(a, b, . ) = a× b.

The spacetime exterior derivative, represented symbolically as

d = eα
∗ ∧

∂

∂xα

as in Equation (A12), breaks naturally into

d =


χ ∧ ∂

∂t
+

ˇ
d (on M)

τ ∧ ∂

∂t
+

ˇ
d (on G),

(32)

where

ˇ
d = ei

∗ ∧
∂

∂xi
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is the exterior derivative operator on St. Combining the volume form and the exterior
derivative on St enables contact with the vector calculus familiar on R3 with Euclid metric
γ. For a vector field a tangent to St, the expression

ˇ
d(a ·

ˇ
ε) = (

ˇ
∇ · a)

ˇ
ε

defines
ˇ
∇ · a, the 3-divergence of a, and the expression

ˇ
da =

ˇ
ε(

ˇ
∇× a, . , . ) = (

ˇ
∇× a) ·

ˇ
ε,

where a = γ · a, defines
ˇ
∇× a, the curl of a.

Finally, a word about causality. Recall that for VM, vectors a ̸= 0 are classified as time-
like for g(a, a) < 0, spacelike for g(a, a) > 0, and null for g(a, a) = 0. These correspond to
vectors ‘inside’ the null cone, ‘outside’ the null cone, and ‘on’ the null cone, respectively.
It is well known that for two events separated by a spacelike vector, it is possible for the
sign of the time interval between them to be reversed by a Lorentz transformation. In con-
trast, while simultaneity is relative for two events separated by a timelike vector, the time
ordering of the events is invariant. Particles, and signals transmitted by field disturbances,
must have timelike worldlines (curves in M with tangent vectors everywhere timelike) or
straight null worldlines (curves in M with unchanging null tangent vector) directed toward
the future. However, in the case of VG, the distinction between spacelike and null vectors
vanishes as the past and future light cones merge with the invariant surface of simultaneity.
Time intervals between events are invariant under Galilei transformations. There is no
upper limit to the speed of particles or of signals transmitted by field disturbances, and
indeed, forces affecting instantaneous action at a distance are not excluded. For VG, vectors
a ̸= 0 are classified as timelike for τ(a) ̸= 0 and null/spacelike for τ(a) = 0.

3. A Material Particle on M or G
Having described the spacetimes M and G, a discussion of classical (that is, non-

quantum) physics thereon begins with a description of a material particle. First, its kine-
matics: where is the particle, and how fast is it moving? This is given by a worldline—a
parametrized curve in spacetime—and the tangent vector to that worldline, the particle’s 4-
velocity. Second, its dynamics: what determines the particle’s worldline? This is described
by momentum—a covector related to velocity via the particle mass and a metric—and the
force acting on the particle, a covector that relates the values of particle momentum on
neighboring points of the worldline.

3.1. Kinematics

Call a ‘material particle’ any effectively pointlike entity whose history in spacetime M
or G is represented by a timelike worldline, that is, a parametrized curve whose tangent
vector is timelike at each of its points. Let the particle be at spacetime event X(τ) ∈M,G at
proper time τ ∈ R. Increments dτ of proper time are measured by an ideal clock carried by
an observer riding along with the particle. Consider the 4-vector

dX =
−−−−−−−−−−→
X(τ)X(τ + dτ)

connecting two points on the worldline separated by the proper time increment dτ. In the
limit dτ → 0, one has the tangent vector

U =
dX
dτ

,

the 4-velocity of the particle. While the spacetime position X(τ) and the 4-velocity U can
both be represented by 4-columns as discussed in Section A.1, they are of a fundamentally
different nature: X(τ) is a point of M or G, and the tangent vector U is an element of VM
or VG.
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In order to relate the 4-velocity U to something operationally measurable, select a
fiducial observer with global coordinates (t, xi) associated with a choice of origin O of M
or G and a Minkowski or Galilei basis (n, ei) for VM or VG, respectively, as discussed in
Section 2.3. Associated with the fiducial observer is a straight time axisT = {O + n t | t ∈ R}
and a foliation of spacetime into position space slices, the affine hyperplanes (St). (In fact,
T is the worldline of the fiducial observer, parametrized by the fiducial observer’s proper
time t and with constant 4-velocity n as the tangent vector at each point of T). Decompose
the particle 4-velocity U into pieces parallel to T and tangent to St by writing

U =
dt
dτ

dX
dt

=
dt
dτ

(n + v).

(33)

This follows from representing the particle position X by the 4-column

X =

[
t

x(t)

]
=

[
t

xi(t)

]
, (34)

the time axis direction n by the 4-column

n =

[
1
0

]
=

[
1
0i

]
,

and the particle 3-velocity v (tangent to St) by the 4-column

v =

[
0
v

]
=

[
0

dx/dt

]
=

[
0

dxi/dt

]
relative to the fiducial observer. This last expression for 3-velocity calls for comment, as
the symbol v ∈ R4×1 and v ∈ R3×1 is being used in two different ways. For a vector field
tangent to St, such as the 3-velocity satisfying

v =←−γ · v,

use the same symbol v to denote the vector field on St and the vector field on M or G
that happens to be tangent to St, and similarly, use v for the 3-column and and 4-column
representing them.

The leading factor dt/dτ in Equation (33) is given by the fundamental structures
governing causality, namely, g on M and τ on G. A basic postulate of physics on M is that
the proper time increment dτ is given in terms of the spacetime distance between X(τ) and
X(τ + dτ):

c dτ =
√
−g(dX, dX) = c Λ−1

v dt (M only), (35)

where the Lorentz factor Λv is given by

Λ−1
v =

√
1− γ(v, v)

c2 (M only),

found with the help of the Minkowski matrix g = η relative to a Minkowski basis, and
expressed in terms of the Euclid 3-metric γ on St. The analogous postulate on G is that

dτ = τ(dX) = dt (G only), (36)

consistent with Λv → 1 as c→ ∞. Therefore,
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U =

Λv(n + v) (on M)

n + v (on G),
(37)

represented by the 4-column

U =


Λv

[
1
v

]
(on M)

[
1
v

]
(on G)

(38)

relative to the fiducial observer.
This account of the 4-velocity U is an example of a principle mentioned in Section 2.3:

tensors on spacetime are not measured directly, and must be time-space decomposed
in order to acquire operational physical significance. In this case, measurement of the
3-velocity components

(
vi) at each t allows reconstruction of all components (Uµ) and

therefore of U itself along the worldline.
That four spacetime components can be determined from three measured space com-

ponents at each instant indicates that some constraint, characteristic of 4-velocities and
involving the fundamental structures on M and G, is at work. For M the constraint charac-
terizing a 4-velocity is that its squared length as given by g is equal to −c2, as exemplified
by g(n, n) = −c2 and g(U, U) = −c2. For G the constraint characterizing a 4-velocity is
that it yields the value 1 when evaluated by τ, exemplified by τ(n) = 1 and τ(U) = 1.

The condition for a vector to qualify as a 4-velocity on M looks more similar to

τ(U) = 1 (G only)

when one defines a dual-observer vector χ whose metric dual χ (‘dual-observer covector’)

plays a role partly like that of τ on G, as discussed in Section 2.3: defining χ =
←−
∇t = −n/c2,

the condition g(n, n) = −c2 is equivalent to χ(n) = 1. In partial similarity, one can define

χU = − 1
c2 U (M only) (39)

so that the condition g(U, U) = −c2 is equivalent to

χ
U(U) = 1 (M only).

Note, however, that because U is not the constant direction of a straight line in M when the
particle is accelerated (worldline with curvature, dU/dτ ̸= 0), the affine hyperplanes SU(τ)

orthogonal to U(τ) are not parallel for different values of τ, and therefore do not constitute
a foliation of M. This is why the similarity is only partial: unlike χ = ∇t for the fiducial
inertial observer, for an accelerated particle on M, the covector field χ

U
is not in general

equal to the (covariant) gradient of a global time coordinate function.
These constraints on the 4-velocity of a material particle on M or G encode two

assumptions built into this discussion. First, the timelike character of the worldline is
invariant: no boost can make a tangent vector null or spacelike relative to g on M or τ
on G. Second, a ‘comoving observer’ always exists so that proper time τ can be used
to parametrize the worldline. There is always a local boost L, Minkowski or Galilei as
appropriate, for which

U = LU′ = L

[
1
0

]
, (40)

that is, there is always a local boost (here L−1), which results in a vanishing 3-velocity.
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Moreover, instead of decomposing tensors relative to the fiducial observer with 4-
velocity n, one can locally decompose tensor fields as measured by a comoving observer
with 4-velocity U. (For example, a vector may be decomposed into a piece parallel to U,
and a piece tangent to SU(τ) on M or the invariant St on G). On M, this is accomplished
with χ

U
and the projection operator

←−γU = δ−U ⊗ χ
U

(M only),

while τ and
←−γU = δ−U ⊗ τ (G only),

are used on G.
As far as a spacetime description goes, so far so good on both M and G: a spacetime

description of particle kinematics—specifying where a particle is (a point X(τ) on its
worldline), and how fast it is moving (the 4-velocity U tangent to the worldline)—is
unproblematic in either case.

3.2. Dynamics

If the kinematics of a material particle is the description of its motion (specification of
its worldline), the dynamics of the particle is the prescription of that motion (that which
determines the shape of the worldline). The spacetime formulation of Newton’s first law
on affine spacetimes M and G is that, in the absence of an external force, the worldline
of a material particle is a straight timelike line with constant tangent vector U. As for
a spacetime formulation of Newton’s second law, which produces worldline curvature,
there are both vector and covector (or 1-form) versions. In different ways, both versions
ultimately require invocation of a metric. Indeed, metric duality might be regarded as the
geometric embodiment of the conjugate relationship, inherent in any dynamical scheme,
between position and velocity (represented by vectors) on the one hand, and momentum
and force (represented by covectors) on the other. Thus, the absence of a spacetime metric
limits the nature of a spacetime version of Newton’s second law on G: a spacetime account
of dynamics is more problematic than a spacetime account of mere kinematics.

Define on both M and G an inertia–momentum 4-vector

I = M U,

where the mass M quantifies the particle’s resistance to a bending of its worldline by an
external force. Its components relative to the fiducial observer,

I = MU =



[
MΛv

MΛv v

]
(on M)

[
M
M v

]
(on G)

(41)

as obtained from Equation (38), are the inertia and vector 3-momentum.
Postulate also a 4-force covector ΥI . A couple of reasons from experience with a 3-force

f in physics according to Newton motivate the fundamental covector nature of a force. First,
in many cases it is given as the gradient of a scalar potential, for instance, with components
fi = ∂iϕ = ∂ϕ/∂xi, coming naturally with a covariant lower index. Second, given a particle
displacement in position space with components dxi effected by a 3-force, the work done
by the force on the particle is given directly by the contraction fa dxa, without any need
for a metric; for force regarded as a vector, one would have to write instead f a γab dxb,
presupposing and interposing a metric as an additional structure.

The vector version of a spacetime formulation of Newton’s second law requires an
index raising of the force:
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dI
dτ

=
←−
ΥI . (42)

In order that this equation apply on both M and G, interpret the right-hand side as

←−
ΥI =

ΥI · ←→g (on M)

ΥI · ←→γ (on G),
(43)

recalling that the fundamental structure←→γ on G is the c→ ∞ limit of the inverse metric
on M. Comparing Equation (20) with Equation (12), consistent with τ · ←→γ = 0 as opposed
to g · ←→g = 1, it is apparent that←→γ has a projective character that will prove consequential.

Consider first a decomposition relative to the comoving observer of the vector version
of Newton’s second law. On the left-hand side,

dI
dτ

=
dM
dτ

U + Ma,

where the 4-acceleration
a =

dU
dτ

has been defined. This vector is tangent to SU(τ) on M or the invariant St on G, and
therefore may be regarded as the 3-acceleration measurable by the comoving observer (as
each person knows from experiencing the start and stop of its own motion). On M tangency
to St is apparent from

χ
U
· a = − 1

c2 g
(

U,
dU
dτ

)
= − 1

2c2
d

dτ
g(U, U) = 0.

On G,
τ · a = τ a = 0

is apparent from evaluation in terms of the 4-row and 4-column representations τ and
a = dU/dτ with respect to the Galilei basis of the fiducial observer. As for the right-hand
side of the vector version of Newton’s second law, write the 4-force covector or 1-form as

ΥI =

−θ χ
U
+ f (on M)

−θ τ + f (on G).

Here,
ΥI · ←−γU = f,

with f ·U = 0, is the 3-force covector according to the comoving observer. Soon it will
become apparent that the scalar

−ΥI ·U = θ (44)

is a heating rate affecting only the particle’s internal energy. Raising the index and noting
Equation (39), the 4-force vector is

←−
ΥI =


θ

c2 U +
←−
f (on M)

←−
f (on G).

On G, the projective character of the degenerate inverse ‘metric’ (τ · ←→γ = 0), or a direct
c→ ∞ limit, cause the heating rate to disappear from the vector version of the 4-force. The
comoving observer time projection of Equation (42) obtained by contraction with χ

U
on M

or τ on G is
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dM
dτ

=


θ

c2 (on M)

0 (on G).
(45)

On M, Poincaré physics allows in principle the particle mass to be changed by virtue
of an external heating rate θ that alters the particle internal energy Mc2. (Consider, for
example, an infinitesimal element of a simple material continuum, a ‘composite particle’
composed of N fundamental particles of rest mass m; this composite particle would be
characterized by a ‘composite mass’ M = Nm + E/c2, where E is the mutual internal
energy of the fundamental particles in the element, excluding rest mass energy. Conversely,
for a single fundamental particle with no internal structure and constant mass, of necessity
θ = 0 (A treatment of the relationship between the equation for a material particle and
the equations governing a material continuum is beyond the scope of this paper, but see,
for example, Ref. [31] for a discussion along these lines)). On G, Galilei physics maintains
a strict distinction between inertia and energy and enforces conservation of mass (The
vanishing time derivative of mass, interpreted here as an expression or even derivation of
the fundamental principle of mass conservation in Galilei physics (see also Ref. [31] in the
case of a material continuum), arises as a mathematical consequence of the assumption that
force—like momentum—is fundamentally a 4-covector, together with the degeneracy of
the inverse ‘metric’ on G used to obtain a 4-vector version of the force. For the purpose
of modeling in a simple way a rocket subject to thrust by mass ejection (for example), this
consequence can be relaxed by taking force to be a 4-vector from the outset, with time
component equal to time rate of change of mass [27]. Such a treatment of thrust is highly
phenomenological, as manifest, for example, in the fact that constitutive relations for the
mass loss rate and velocity of mass ejection are now required, and the reality that a single
worldline is continuously being split into many worldlines is ignored. The point of view
taken in this paper is that beginning with force as a 4-covector, yielding mass conservation
on a single unsplit worldline, is a more fundamental expression of Galilei physics). As for
the spatial part, on both M and G, the comoving observer space projection obtained by
contraction with←−γU is

Ma =
←−
f , (46)

the familiar 3-vector form of Newton’s second law.
Consider next a decomposition relative to the fiducial observer of the vector version

of Newton’s second law. On the left-hand side,

dI
dτ

=
dt
dτ

dI
dt

=


Λv

dI
dt

(on M)

dI
dt

(on G)

exhibits the rate of change dI/dt according to the fiducial observer. Thanks to Equation (37)
the latter reads

dI
dt

=


d(MΛv)

dt
(n + v) + MΛv

dv
dt

(on M)

dM
dt

(n + v) + M
dv
dt

(on G).

As for the right-hand side of the vector version of Newton’s second law, write the 4-force
covector as

ΥI =

Λv

(
−Θ χ +F

)
(on M)

−Θ τ +F (on G).

Here,
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ΥI · ←−γ =

Λv F (on M)

F (on G),

with F · n = 0 being the 3-force covector according to the fiducial observer. It is useful to
write Θ, the rate of energy input according to the fiducial observer, given by

−ΥI · n =

Λv Θ (on M)

Θ (on G),

in terms of the heating rate θ tied to the internal energy of the particle. This is accomplished
by using Equation (37) in Equation (44), with the result

Θ =


θ

Λ2
v
+F · v (on M)

θ +F · v (on G).

(47)

Raising the index and noting Equation (28), the 4-force vector is

←−
ΥI =


Λv

(
Θ
c2 n +

←−
F

)
(on M)

←−
F (on G).

The fiducial observer time projection of Equation (42), obtained by contraction with χ on
M or τ on G and using Equation (47), is

d(MΛv)

dt
=

1
c2

(
θ

Λ2
v
+F · v

)
(on M)

dM
dt

= 0 (on G).

On M, this is an equation for the evolution of what may be regarded as the inertia MΛv
measured by the fiducial observer (see below). On G, there is no new information, but only
a confirmation of mass conservation. The fiducial observer space projection obtained by
contraction with←−γ is

MΛv
dv
dt

=
←−
F − v

c2

(
θ

Λ2
v
+F · v

)
(on M)

M
dv
dt

=
←−
F (on G).

Note that dv/dt is the 3-acceleration measured by the fiducial observer; this justifies the
interpretation of MΛv as the inertia measured by the fiducial observer on M. In comparing
these relations with Equation (46) for the comoving observer on M or G, one finds that
on G they are precisely the same: a = dv/dt and

←−
f =

←−
F . That is, the 3-vector version

of Newton’s law is Galilei invariant; this well-known fact is perhaps not surprising since
both the comoving and fiducial observers project to the same position space St. (Beware,
however, that for the covector 3-forces, f ̸= F, even on G!) On M, the relations between a
and dv/dt, and

←−
f and

←−
F , are more complicated, not least because the first elements of

these pairs belong to a different affine hyperplane than the second elements of these pairs
(SU(τ) and St, respectively).



Symmetry 2024, 16, 214 24 of 64

The covector or 1-form version of a spacetime formulation of Newton’s second law
naturally accommodates the covector 4-force ΥI , but because the inertia–momentum I is a
4-vector, the ‘total energy–momentum 4-covector’

I = g · I = M U = −Mc2 Λv χ + M Λv v (M only), (48)

represented relative to the fiducial observer basis by the 4-row

I =
[
−Mc2 Λv M Λv v

]
(M only) (49)

where v = vT is a 3-row, is available on M but not on G. Because χ on M corresponds to τ

on G, the first term would read −Mc2 Λv τ on G, which would make no sense as c→ ∞:
Galilei physics must exclude a notion of ‘total energy’ that includes ‘rest mass energy’. This
leads to a conceptual and notational difference from Equation (43), in which the index-
raising of a 4-covector is allowed on G via←→γ . This is because←→γ is a fundamental invariant
structure on G, the natural c→ ∞ limit of←→g on M, with the same matrix representation←→γ
of Equation (20) with respect to any Galilei basis. There is a temptation to allow similarly
the notation I = γ · I for a 4-vector I on G, where γ on G is defined in terms of the Euclid
3-metric γ on St by Equation (29). This temptation is to be resisted for generic 4-vectors on
G because γ is not a fundamental invariant object on G: its matrix representation γ differs
with respect to different Galilei bases. Actually, however, the temptation may be indulged
for vectors tangent to St, that is, 3-vectors, with no time component when regarded as a
vector on G, because the purely space part of γ is the same with respect to any Galilei basis.
Thus, it is acceptable on both M and G to write, for example,

v = γ · v

for the 3-velocity field v tangent to St.
The covector or 1-form version of a spacetime formulation of Newton’s second law

on M,
d

dτ
I = ΥI (M only), (50)

contains the same information as the vector version, but suggests a different perspective
that focuses on energy and 3-momentum rather than inertia and 3-velocity. Write

I = −Ep χ + p (M only),

where
p = M Λv v (M only)

is the 3-momentum covector, and

Ep = Mc2Λv

=
√

c2←→γ (p, p) + M2c4
(M only)

is the total particle energy. Then, the time projection according to the fiducial observer of
the covector version of Newton’s second law reads

dEp

dt
= Θ =

θ

Λ2
v
+F · v (M only),

while
dp
dt

= F (51)

gives the space projection.
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While not fully satisfying, there is a covector or 1-form version of a spacetime for-
mulation of Newton’s second law that can be used on G [31]. On M, form a ‘relative
energy–momentum 4-covector’ or ‘kinetic energy–momentum 4-covector’ Π from the total
energy–momentum 4-covector I of Equation (48) by the following combination:

Π = I −M n = I + Mc2 χ (on M). (52)

This does have a reasonable limit as c→ ∞. It can be expressed

Π =

−ϵp χ + p (on M)

−ϵp τ + p (on G).
(53)

Here, the 3-momentum covector p is related to the 3-velocity vector v by

p =

M Λv v (on M)

M v (on G),
(54)

which satisfies Equation (51). More notable is the kinetic energy ϵp, which can be expressed
in terms of the 3-velocity,

ϵp =


Mc2(Λv − 1) =

M Λ2
v γ(v, v)

Λv + 1
(on M)

=
M γ(v, v)

2
(on G),

(55)

or in terms of the 3-momentum,

ϵp =


Ep −Mc2 =

←→γ (p, p)
M(Λv(p) + 1)

(on M)

=
←→γ (p, p)

2 M
(on G),

(56)

where

Λv(p) =

√
1 +

1
M2c2

←→γ (p, p) (on M).

In terms of Π, Equation (50) becomes

dΠ

dτ
= Υ, (57)

where the ‘relative 4-force’

Υ = ΥI + c2 dM
dτ

χ (on M) (58)

has a reasonable limit as c→ ∞:

Υ =


−Λv

(
F · v− (Λv − 1)

Λ2
v

θ

)
χ + Λv F (on M)

− (F · v)τ +F (on G).
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Thus, the time projection of Equation (57) according to the fiducial observer yields

dϵp

dt
=


F · v− (Λv − 1)

Λ2
v

θ (on M)

F · v (on G).

(59)

This is the work–energy theorem. In the spacetime formulation, there is no need to take
a scalar product of v with the 3-vector version of Newton’s second law to obtain it; it is
already contained in the time component of the tensor formulation.

This 4-covector version of Newton’s second law, based on kinetic energy rather than
total energy so as to accommodate G as well as M, is not fully satisfying because the notion
of kinetic energy (energy of motion) inherently depends on a choice of observer (motion
relative to whom?). Thus, in Equation (52), the fiducial observer covector n is built into
the definition of the 4-covector Π whose time component is the kinetic energy relative
to the fiducial observer. The unsatisfying result is that Lorentz or homogeneous Galilei
transformations cannot transform the components of Π in such a way as to demonstrate
the transformation rule of kinetic energy. The reality to be faced is that the transforma-
tion of kinetic energy is not directly addressed by the Lorentz and homogeneous Galilei
groups. Note that these groups are oriented towards the transformation of time and space,
compatible also with the transformation of 4-velocity and of inertia–momentum, and that
the Lorentz group only manages the transformation of energy, sneaking it in by the back
door as it were, thanks to the equivalence (up to a factor of c2) of inertia and total energy.
This is manifest, for instance, in the fact that a local Lorentz or Galilei boost can give
the 4-velocity components or the inertia–momentum 4-vector components relative to the
fiducial observer in terms of the components relative to a comoving observer, for whom
the 3-velocity vanishes; see, for instance, Equation (40). However, a ‘comoving relative
energy–momentum covector’ ΠU = I − M U would vanish identically: kinetic energy
vanishes when 3-velocity vanishes. With the zero vector having vanishing components in
every basis, there is no Lorentz or Galilei boost that could give it non-zero components.
Extensions of the Lorentz and homogeneous Galilei groups that address the transformation
of kinetic energy, and the extended spacetimes on which these groups act, are the subject of
Section 5.

4. Electrodynamics on M and G
Before turning to ‘extended’ flat spacetimes, it is appropriate to recall from the per-

spective of ‘normal’ flat spacetimes the physics that motivated the introduction of Poincaré
physics and Minkowski spacetime M in the first place: electrodynamics. This also provides
closure to the discussion in Section 3 by introducing a concrete example of a 4-force Υ acting
on a (here, electrically charged) material particle. In rough parallel with the division in
Section 3 between kinematics (a description of a material particle via the introduction of
a worldline) and dynamics (a prescription that determines the worldline), so also electro-
dynamics divides into two parts: first, a description of the electromagnetic field, in the
sense of an operational definition in terms of the 4-force it exerts on a charged material
particle, and second, a prescription for how the electromagnetic field arises from sources.
The full marriage of these two halves of electrodynamics is most at home—in particular,
can only be performed in an invariant manner—on M. As recognized by Le Bellac and
Lévy-Leblond [32], it is in what are best understood as the constitutive relations that close
the system of electrodynamics equations that the Galilei invariance of full electrodynamics
founders. As also shown by Le Bellac and Lévy-Leblond, insistence upon Galilei invari-
ance requires a partial truncation of electrodynamics in one of two different ways. The
geometric spacetime perspective employed here—which differs substantially from the
approach taken by Le Bellac and Lévy-Leblond—affords a fresh and insightful perspective
on these matters. (For 4-dimensional and 5-dimensional spacetime descriptions of Galilei
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electrodynamics that differ in certain respects from the presentation here and in Section 7,
see, for example, [23,25,33]).

4.1. The Electromagnetic Force Equations

Describe the electromagnetic field in terms of the 4-force it exerts on a material particle
with an electric charge. Note three conditions characterizing this force. First, it is a ‘pure
force’, meaning that it does not induce any heating of the particle, that is, any change in its
internal energy or its mass. In terms of Equations (44) and (45),

θ = c2 dM
dτ

= −ΥI ·U = 0,

which by Equation (58) implies that ΥI = Υ. Second, the electromagnetic 4-force is assumed
to be linear in the particle 4-velocity U, and is therefore expressible in terms of a bilinear
form F, the electromagnetic force tensor:

Υ = q F( . , U) = q F ·U, (60)

where the scalar q is the electric charge of the particle. Combining these two conditions
yields F(U, U) = 0; this implies that F is antisymmetric, that is, a 2-form. Third, the exterior
derivative of the 2-form F is taken to satisfy

dF = 0.

Since a 3-form on 4-dimensional spacetime has four independent components (3-forms are
in one-to-one correspondence with 4-vectors via the spacetime volume form), this yields
four independent equations, which turn out to be the scalar and 3-vector homogeneous
Maxwell equations.

As usual, contact with measurements requires 1 + 3 (time/space) decompositions
according to the foliation of spacetime corresponding to a fiducial (here, inertial) observer.
The discussion toward the end of Section 2.3 on volume forms, exterior derivatives, and
vector calculus in the context of foliated spacetime will be particularly relevant in what
follows.

Select a fiducial inertial observer and decompose F in terms of a 1-form E and a 2-form
B, both of which are tangent to St:

F =

−χ ∧ E +B (on M)

−τ ∧ E +B (on G).
(61)

For E, tangency to the space slice St means that E · n = 0. For the 2-form B, tangency to St
means, first, that n ·B = 0 and B · n = 0. By way of Equation (30), it also means that B can
be related to a vector B tangent to St by means of the volume form

ˇ
ε of St:

B = ε(n, B, . , . ) =
ˇ
ε(B, . , . ) = B ·

ˇ
ε

or Bij = ε0aijBa = Ba
ˇ
εaij in components. (This can be understood as a Hodge dual relation-

ship between B and B on St via the 3-volume form
ˇ
ε and the inverse 3-metric←→γ ). The

electromagnetic force tensor F is represented by the matrix

F =

[
0 −Ej

Ei Bij

]
=


0 −E1 −E2 −E3

E1 0 B3 −B2

E2 −B3 0 B1

E3 B2 −B1 0

 (62)

with respect to a Minkowski or Galilei basis.
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With the decompositions of F in Equation (61) and U in Equation (37), the electromag-
netic 4-force of Equation (60) reads

Υ =

−q Λv(E · v)χ + q Λv(E + v× B) (on M)

−q(E · v)τ + q(E + v× B) (on G).
(63)

Considering Equation (53) for the decomposition of the relative 4-momentum Π, the time
and space projections of Newton’s second law in the form of Equation (57) are

dϵp

dt
= q(E · v),

dp
dt

= q(E + v× B)

on both M and G, where the expressions for 3-momentum p and kinetic energy ϵp are given
by Equations (54) and (55) or (56). The familiar Lorentz force law is evident, expressed (up
to metric duality relative to γ) in terms of the electric field strength E and magnetic flux
density B, vector fields tangent to St measured by the fiducial observer.

Finally, turn to the condition dF = 0. The decompositions of d in Equation (32) and of
F in Equation (61) result in

dF =


χ ∧

(
ˇ
dE +

∂B
∂t

)
+

ˇ
dB (on M)

τ ∧
(

ˇ
dE +

∂B
∂t

)
+

ˇ
dB (on G).

The term tangent to St and the term that is not must separately vanish so that

ˇ
dB = 0,

ˇ
dE +

∂B
∂t

= 0,

which correspond to the familiar scalar and vector homogeneous Maxwell equations

ˇ
∇ · B = 0,

ˇ
∇× E +

∂B
∂t

= 0
(64)

on both M and G.

4.2. The Electromagnetic Source Equations

Prescribe the electromagnetic field by giving an equation that determines how it arises
from a source field, the electric current. Postulate another 2-form F , the electromagnetic
source tensor, and an electric current 3-form J , related by

dF = J .

As was the case with dF = 0 satisfied by the electromagnetic force tensor F, this yields
four independent equations, which in this case turn out to be the scalar and 3-vector
inhomogeneous Maxwell equations. The four independent components of J can be related
to those of an electric current 4-vector J by

J = ε(J, . , . , . ) = J · ε. (65)
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(On M this corresponds to a Hodge dual relationship J = ⋆J). Conservation of electric
charge in the form dJ = 0 is immediate from d2 = 0, and corresponds to the vanishing
4-divergence ∇ · J = 0 thanks to Equation (A13).

Decompose F in terms of a 1-form H and a 2-form D, both of which are tangent to St:

F =

χ ∧ H +D (on M)

τ ∧ H +D (on G).
(66)

For H, tangency to the space slice St means that H · n = 0. For the 2-form D, tangency to
St means, first, that n ·D = 0 and D · n = 0. By way of Equation (30), it also means that D
can be related to a vector D tangent to St by means of the volume form

ˇ
ε of St:

D = ε(n, D, . , . ) =
ˇ
ε(D, . , . ) = D ·

ˇ
ε

or Dij = ε0aijDa = Da
ˇ
εaij in components. The electromagnetic source tensor F is repre-

sented by the matrix

F =

[
0 Hj

−Hi Dij

]
=


0 H1 H2 H3

−H1 0 D3 −D2

−H2 −D3 0 D1

−H3 D2 −D1 0

 (67)

with respect to a Minkowski or Galilei basis.
Turn next to the decomposition of the electric current 3-form J . Decompose the

electric current 4-vector as
J = ρ n + j, (68)

where ρ is the charge density and the 3-current j is tangent to St. Then, Equation (65) yields

J =

−χ ∧J+C (on M)

−τ ∧J+C (on G),
(69)

where the electric charge 3-form C is related to the charge density by

C = ρ
ˇ
ε, (70)

and the electric current 2-form J is related to the current density 3-vector by

J =
ˇ
ε(j, . , . ) = j ·

ˇ
ε.

Both C and J are tangent to St.
Finally, turn to the condition dF = J . The decompositions of d in Equation (32) and

of F in Equation (66) result in

dF =


−χ ∧

(
ˇ
dH − ∂D

∂t

)
+

ˇ
dD (on M)

−τ ∧
(

ˇ
dH − ∂D

∂t

)
+

ˇ
dD (on G).
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Putting this together with the decomposition of J in Equation (69), the term tangent to St
and the term that is not must separately vanish so that

ˇ
dD = C, (71)

ˇ
dH − ∂D

∂t
= J, (72)

which correspond to the familiar scalar and vector inhomogeneous Maxwell equations

ˇ
∇ · D = ρ,

ˇ
∇× H − ∂D

∂t
= j

(73)

on both M and G, in terms of the electric displacement field D and the magnetic field
strength H.

4.3. Full Electrodynamics: Poincaré Invariant but Not Galilei Invariant

The electrodynamics equations presented thus far do not constitute a closed system.
As 2-forms on 4-dimensional spacetime M or G, the electromagnetic force tensor F and the
electromagnetic source tensor F have six independent components each, which correspond
to pairs of vector fields tangent to St: the electric field strength E and the magnetic flux
density B in the case of F, and the electric displacement field D and the magnetic field
strength H in the case of F . Thus, there are a total of twelve fields. The field equations
dF = 0 and dF = J each provide one scalar equation without time derivatives and
one 3-vector equation with a time derivative. The scalar equations are best regarded as
constraints on the initial conditions of B and D, constraints which the structure of the 3-
vector equations enforces for all time (divergence of a curl vanishes). The 3-vector equations
then give the time evolution of B and D, but these provide only six evolution equations.

The familiar way to close this system of twelve electromagnetic fields governed by
six evolution equations is to posit the following relations between the two pairs of 3-
vector fields:

D = ϵ E

B = µ H.

A priori, these are to be regarded as constitutive relations that hold only in the frame
of some (here, isotropic) medium, just as an equation of state that closes the equations
governing a perfect fluid holds only in a ‘material frame’ comoving with the fluid. For
present purposes, set aside all ‘normal’ matter capable of polarization and magnetization
in the region occupied by the electromagnetic field so that the only ‘medium’ in question is
a supposed ‘luminiferous aether’, in which the permittivity ϵ and permeability µ have the
constant values ϵ = ϵ0 and µ = µ0.

In this matter-free case, the celebrated result on M is that the a priori assumption of
a ‘luminiferous aether’ as a necessary medium can be discarded. To see how this comes
about, consider the matrix representations of F and F with respect to a Minkowski basis
and examine the transformations

F′ = LT
M F LM,

F ′ = LT
M F LM

under a Lorentz boost (see Appendix A). For this purpose, it is convenient to write
Equation (10) as

LM =

[
Λu

1
c2 Λu uj

Λu ui ⊥i
j + Λu ûiûj

]
,
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where ûi = ui/∥u∥ is a unit 3-vector component and ⊥i
j = δi

j − ûiûj projects to the plane
perpendicular to the boost velocity u. In the case of F given by Equation (62), E and B can
be decomposed as

Ei = (E∥)i + (E⊥)i, Bi = (B∥)
i + (B⊥)i,

(E∥)i = (Eaûa)ûi, (B∥)
i = (ûaBa)ûi,

(E⊥)i = Ea⊥a
i, (B⊥)i = ⊥i

aBa,

and their transformations are

E′i = (E∥)i + Λu

(
(E⊥)i +(u× B)i

)
,

B′i = (B∥)
i + Λu

(
(B⊥)i − 1

c2 (u× E)i
) (M only).

With a relative sign change and swapped roles of the electric and magnetic fields in F of
Equation (67) relative to F, the transformations of D and H are

D′i = (D∥)
i + Λu

(
(D⊥)i +

1
c2 (u× H)i

)
,

H′i = (H∥)i + Λu

(
(H⊥)i − (u× D)i

) (M only).

Noting that in a Minkowski basis covariant space components are equal to the contravariant
space components, the miracle of Poincaré physics is that, thanks to the empirical relation

ϵ0µ0 =
1
c2 ,

the components Di transform in the same manner as the Ei, and the components Hi
transform in the same manner as the Bi so that

D′ = ϵ0 E′,

B′ = µ0 H ′
(M only)

hold in all frames related by Lorentz boosts. One is therefore led to set aside the a priori
interpretation of a constitutive relation valid only in a particular frame and dispense with
the notion of a luminiferous aether.

The same conclusion does not hold for electrodynamics on G. Under a Galilei boost of
Equation (22), the transformations

F′ = LT
G F LG,

F ′ = LT
G F LG

yield
E′i = Ei + (u× B)i,

B′i = Bi
(G only)

and
D′i = Di,

H′i = Hi − (u× D)i

(G only).
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The constitutive relations can only hold for u = 0. The hypothesis of a medium, i.e., the
luminiferous aether, defining the frame (modulo rotations and translations) in which the
closed system of electrodynamics equations are valid in this form, cannot be discarded. In
this respect, full electrodynamics is not Galilei invariant.

4.4. Galilei-Invariant Partial Electrodynamics

It is interesting to consider how much, or what forms of, electrodynamics remain
on G if Galilei invariance is insisted upon. To prepare for this, it is useful to recall three
additional aspects of full electrodynamics on M.

First, consider another perspective on electrodynamics in a vacuum that makes use of
the Hodge star operator on M, discussed at the end of Section 2.1. Noting the decomposition
in Equation (61), consider the Hodge dual

⋆F = ⋆
(
−χ ∧ E

)
+ ⋆B (M only).

Using Equation (28) along with the identities of Equations (17) and (18),

⋆F = χ ∧ B +
1
c2 E (M only),

where
E = ε(n, E, . , . ) =

ˇ
ε(E, . , . ) = E ·

ˇ
ε

defines the 2-form E tangent to St in terms of E. Comparison with the decomposition in
Equation (66) and the vacuum closure relations D = ϵ0E and B = µ0H show that

µ0 F = ⋆F (M only), (74)

so that the homogeneous and inhomogeneous Maxwell equations can be expressed solely
in terms of F:

dF = 0,

d ⋆F = µ0 J
(M only). (75)

Moreover, the Hodge star inverse relation of Equation (16) for 2-forms yields

ϵ0 F = − ⋆F (M only), (76)

so that the Maxwell equations expressed solely in terms of F as

d ⋆F = 0,

dF = J
(M only) (77)

contain precisely the same content as Equation (75). The Hodge star operator is not
available on G; instead, it will be seen below that the possibilities for Galilei-invariant
electrodynamics involve instead the slash-star operator on G introduced at the end of
Section 2.2.

Next, on flat manifolds the inverse of d2 = 0 holds so that dF = 0 implies that the elec-
tromagnetic force tensor F can be expressed as the exterior derivative of an electromagnetic
potential 1-form A on both M and G:

F = dA.

Decomposing A as

A =

−ϕ χ + a (on M)

−ϕ τ + a (on G),
(78)
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where ϕ is the scalar potential and the 3-covector potential a is tangent to St, the equation
F = dA corresponds to

E = −
ˇ
∇ϕ− ∂a

∂t
, (79)

B =
ˇ
∇×←−a (80)

on both M and G, where←−a = a · ←→g = a · ←→γ on M, and←−a = a · ←→γ on G. Note also

←−
A =


A · ←→g =

ϕ

c2 +←−a (on M),

A · ←→γ =←−a (on G).
(81)

Then, on M the inhomogeneous part of Equation (75) can be expressed indifferently in
terms of either A or

←−
A :

□□□A = −µ0 J,

□□□
←−
A = −µ0 J

(M only), (82)

in which the Lorenz (not Lorentz! [2]) gauge characterized by

∇ · ←−A = 0 (M only) (83)

has been employed, and

□□□ = − 1
c2

∂2

∂t2 +△ (M only),

where □□□ = ∇ ·
←−
∇ and △ =

ˇ
∇ ·
←−
ˇ
∇. The equations

□□□ ϕ = − ρ

ϵ0
(M only)

and
□□□a = −µ0 j,

□□□←−a = −µ0 j
(M only)

are compatible with both the 1-form and vector versions of Equation (82). But on G, noting
first that

□□□ = △ (G only)

and comparing Equations (78) and (81) on G, it is apparent that the two elements of the
c→ ∞ limit of Equation (82),

△A = −µ0 J,

△←−A = −µ0 J
(G only)

contain inequivalent content. In the 1-form version,

△ ϕ = − ρ

ϵ0
,

△ a = −µ0 j
(G only, 1-form case), (84)

where J0 = −µ0 c2ρ = −ρ/ϵ0 (inherited from M, still making sense as c → ∞ due to the
electromagnetic peculiarity ϵ0µ0 = 1/c2) and j = γ · j. But in the vector version the scalar
potential ϕ is projected out (and rendered irrelevant) and the charge density ρ is constrained
to vanish:
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0 = ρ,

△←−a = −µ0 j
(G only, vector case). (85)

The existence of two distinct options regarding Galilei-invariant electrodynamics will be
further elucidated below.

Finally, reconsider the electromagnetic 4-force and address the energy of the elec-
tromagnetic field. Recognize that in a self-consistent description of an electromagnetic
material medium, the electromagnetic force on a test particle in Equation (60) becomes a
force density involving the electric current 4-vector J:

nΥ = F( . , J) = F · J, (86)

where n is the number density of the reference particle type (for instance, baryons) defining
the material medium. With the decompositions of F in Equation (61) and J in Equation (68),
the force density counterpart of Equation (63) is

nΥ =

−(E · j)χ + ρ E + j× B (on M)

−(E · j)τ + ρ E + j× B (on G),
(87)

whose time and space parts represent the transfer of energy and 3-momentum, respectively,
from the electromagnetic field to the material medium. The energy transfer term E · j
appears as a source in the Poynting theorem

∂

∂t

(
1
2

E · D +
1
2

H · B
)
+

ˇ
∇ · (E× H) = −E · j, (88)

which follows readily from the Maxwell equations, specifically by contracting the 3-vector
relation in Equation (73) with E and using the 3-vector relation in Equation (64). The
Poynting theorem is manifestly a balance equation for the energy of the electromagnetic
field. It is only invariant on M, because the Maxwell equations from which it follows are
only invariant on M.

With these preliminaries, an understanding of the possibilities for Galilei-invariant
partial electrodynamics follows quickly. On G, we do not have the Hodge star operator but
instead the non-invertible ‘slash-star’ operator, which leads not to two different expressions
of the same content, but to two separate options. It turns out that one of these options
requires only that B = µ0 H transform properly, and the other requires only that D = ϵ0 E
transform properly. These relaxed requirements on the ‘constitutive relations’ are what
enable Galilei invariance.

On the one hand, taking the electromagnetic force tensor F as fundamental,

�⋆F =�⋆B = χ ∧ B (G only, ‘magnetic’)

zeroes out the electric displacement field D in the derived electromagnetic source tensor

µ0 F =�⋆F (G only, ‘magnetic’). (89)

In this ‘magnetic limit’, the spacetime field equations are

dF = 0,

d�⋆F = µ0 J
(G only, ‘magnetic’). (90)

The first equation yields
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ˇ
dB = 0,

ˇ
dE +

∂B
∂t

= 0

as before, but the second now gives only

0 = C,

ˇ
dB = µ0 J.

(G only, ‘magnetic’)

These correspond to the Maxwell equations

ˇ
∇ · B = 0,

ˇ
∇× E +

∂B
∂t

= 0,

ˇ
∇× B = µ0 j

(G only, ‘magnetic’),

with the charge density ρ constrained to vanish (see Equation (70)). The constraint on the
longitudinal part of the electric field has been lost due to the projective character of the
slash-star operator, but

ˇ
∇ · E = 0 (G only, ‘magnetic’)

may be taken as a minimal and consistent additional assumption. All in all, in terms of the
electromagnetic potential this corresponds to the ‘vector case’ of Equation (85). Indeed,
noticing that the Lorenz gauge condition of Equation (83) reduces to

ˇ
∇ · ←−a = 0 (G only, ‘magnetic’),

the additional relation
ˇ
∇ · E = 0 follows from Equation (80) and E = −∂←−a /∂t in

Equation (79). Turning to electromagnetic force and energy, thanks to ρ = 0 the elec-
tromagnetic force density of Equation (87) becomes

nΥ = −(E · j)τ + j× B (G only, ‘magnetic’).

That the electric field term disappears from the Lorentz 3-force leads LeBellac and Lévy-
Leblond [32] to say that the electric field is non-zero but “does not produce any observable
effect”, but it is apparent that the electric field (which is induced by a time-varying magnetic
field) is still responsible for energy transfer between the electromagnetic field and the
medium. Moreover, the Poynting theorem reads

∂

∂t

(
1
2

B · B
)
+

ˇ
∇ · (E× B) = −µ0 E · j (G only, ‘magnetic’).

The electric field has also disappeared from the electromagnetic energy density, but is still
responsible for an electromagnetic energy flux. Note, however, that both E and B vanish
when j = 0 (assuming vanishing boundary conditions), and there are no electromagnetic
waves in vacuum.

On the other hand, taking the electromagnetic source tensor F as fundamental,

�⋆F =�⋆D = χ ∧ D (G only, ‘electric’)

zeroes out the magnetic flux density B in the derived electromagnetic force tensor

ϵ0 F = −�⋆F (G only, ‘electric’). (91)
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In this ‘electric limit’ the spacetime field equations are

d�⋆F = 0,

dF = J
(G only, ‘electric’). (92)

The first equation gives only

0 = 0,

ˇ
dD = 0

(G only, ‘electric’),

but the second equation yields

ˇ
dD = C,

ˇ
dH − ∂D

∂t
= J

as before. These correspond to the Maxwell equations

ˇ
∇× D = 0,

ˇ
∇ · D = ρ,

ˇ
∇× H − ∂D

∂t
= j

(G only, ‘electric’).

The constraint on the longitudinal part of the magnetic field has been lost due to the
projective character of the slash-star operator, but

ˇ
∇ · H = 0 (G only, ‘electric’)

may be taken as a minimal and consistent additional assumption. All in all, in terms of the
electromagnetic potential this corresponds to the ‘1-form case’ of Equation (84). Indeed, the
additional relation

ˇ
∇ · B = 0 follows from Equation (80). Turning to electromagnetic force

and energy, the electromagnetic force density of Equation (87) becomes

ϵ0 nΥ = −(D · j)τ + ρ D. (G only, ‘electric’).

That the magnetic field term disappears from the electromagnetic force leads LeBellac
and Lévy-Leblond [32] to say that the magnetic field is non-zero but “has no effect at all”.
However, the Poynting theorem reads

∂

∂t

(
1
2

D · D
)
+

ˇ
∇ · (D× H) = −D · j

(G only, ‘electric’).

The magnetic field has also disappeared from the electromagnetic energy density, but is
still responsible for an electromagnetic energy flux. Note, however, that both D and H
vanish when ρ = 0 and j = 0 (assuming vanishing boundary conditions), and once again
there are no electromagnetic waves in vacuum.

While the invariance on M and lack of invariance on G of full electrodynamics were ex-
plored with explicit transformations in Section 4.3, note that the Poincaré invariance of full
electrodynamics on M is guaranteed by the spacetime tensor formulation in Equation (75),
the same content expressed also in Equation (77). Similarly, the Galilei invariance of the
‘magnetic’ and ‘electric’ versions of partial electrodynamics on G is guaranteed by the
spacetime tensor formulations in Equations (90) and (92), respectively. A perhaps more
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compelling way to summarize this is to say that the spacetime invariance of a closed system
of electrodynamics equations,

dF = 0

dF = J ,

is assured when the closure relation can be expressed as a spacetime tensor relation between
F and F . On M the closure relation of Equation (74) or Equation (76)—which are merely in-
verses of one another—is compatible with full electrodynamics as expressed in the familiar
Maxwell equations. On G the closure relations of Equations (89) and (91)—which are not
inverses of one another, but instead two distinct alternatives—yield two different kinds of
partial electrodynamics by paring down the Maxwell equations in two different ways.

5. The Extended Affine Spacetimes BM and BG
Returning to the discussion at the end of Section 3, a means of exhibiting the transfor-

mation of kinetic energy while remaining consistent with Poincaré and Galilei physics is
desired. This is accomplished by extending the 4-dimensional affine spacetimes M and G to
the 5-dimensional affine spacetimes BM and BG. Remarkably, unlike the relation between
M and G, not only BM but also BG is a pseudo-Riemann space, with the Bargmann metric
G on BM reducing to that on BG as c → ∞. This metric turns out to be invariant under
the groups of Bargmann–Lorentz and homogeneous Bargmann–Galilei transformations
designed to exhibit the transformation of kinetic energy. As with M and G, a projection
operator to slices of ‘position space’ and a few key vectors and covectors provide for
the decomposition of tensors into pieces suitable for the description of observations by
fiducial observers.

5.1. Bargmann Spacetime and Bargmann Transformations

Work backwards towards Bargmann–Minkowski (or B-Minkowski) spacetime BM
and Bargmann–Galilei (or B-Galilei) spacetime BG by considering an ‘inertia–momentum–
energy’ 5-vector

Î = M Û

that extends the inertia–momentum 4-vector on M and G. Relative to a fiducial observer,
and with respect to what will be called a Bargmann–Minkowski (or B-Minkowski) or
Bargmann–Galilei (or B-Galilei) basis, beyond the time and space components representing
inertia and vector 3-momentum, respectively, extend Equation (41) to include kinetic energy
as a fifth component:

Î = M Û =



M

 Λv

Λv v

c2(Λv − 1)

 (on BM)

M

 1
v

1
2∥v∥2

 (on BG),

(93)

from which the 5-column Û representing the 5-velocity Û can immediately be read. Note
that ∥v∥2 = vTv = γ(v, v) will be appropriate to a B-Minkowski or B-Galilei basis. As on
M and G, regard the 5-velocity

Û =
dX̂
dτ

=
dt
dτ

dX̂
dt

(94)

as the tangent vector field to a worldline
{

X̂(τ) | τ ∈ R
}
⊂ BM, BG. The parameter τ

is to continue to be the proper time governed by Equations (35) and (36) on M and G,
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respectively, with the tensors g and τ continuing to be given by Equations (2) and (19) in
terms of elements of dual B-Minkowski and B-Galilei bases.

The additional dimension requires an additional coordinate. With the selection of an
origin and a B-Minkowski or B-Galilei basis corresponding to a fiducial observer, a point
X̂(τ) along the particle worldline is represented by a 5-column

X̂ =

 t
x(t)
η(t)

 =

 t
xi(t)
η(t)


(compare Equation (34)). Given Equation (94) and comparing with Equation (93), it is
apparent that the fifth component Ûη of the 5-velocity, associated with the new coordinate
η along the worldline of a material particle in BM or BG, must satisfy

Ûη =
dη

dτ
=

dt
dτ

dη

dt
=

c2(Λv − 1) (on BM)

1
2
∥v∥2 (on BG).

(95)

The expressions on the right-hand side might be called the ‘specific kinetic energy’, as they
are equivalent to ϵv/M, and as ϵv dτ has units of action, η might be called the ‘specific
kinetic action coordinate’, or ‘action coordinate’ for short. The action coordinate relation of
Equation (95) will prove crucial to the geometry of BM and BG.

The next step is to determine the 5× 5 B-Lorentz transformation matrices P̂+
BM and

homogeneous B-Galilei transformation matrices P̂+
BG that extend the 4× 4 Lorentz transfor-

mation matrices P+
M of Equation (11) and homogeneous Galilei transformation matrices

P+
G of Equation (23) previously encountered on M and G, respectively. The 5-velocity

transforms according to
Û = P̂+ Û′,

which corresponds to either BM or BG. Cast this in the (4 + 1)-dimensional form[
U

Ûη

]
=

[
P+ 0
Φ 1

][
U′

Û′η

]
, (96)

where U, U′, and P+ correspond to the 4-dimensional spacetimes M or G. The 4-column
0 =

[
0µ

]
in

P̂+ =

[
P+ 0
Φ 1

]
(97)

ensures that the 4-dimensional relation U = P+ U′ on M or G is preserved when embedded
in the 5-dimensional setting of BM or BG: the fifth component Ûη of Û does not ‘contami-
nate’ the t and x components. The 4-column 0 also ensures that the matrix representations
of g and τ governing causality on M and G, respectively do not acquire non-vanishing com-
ponents in the η dimension when these are regarded as tensors on BM and BG; this means
that g

(
Û, Û

)
= g(U, U) = −c2 and τ

(
Û
)
= τ(U) = 1, that is, the ‘timelike 4-velocity’

character of U on M or G is preserved when it is extended to the 5-velocity Û on BM or BG.
It remains to specify the 4-row Φ in Equation (97), which gives the transformation

rule for (specific) kinetic energy. Of course this is already determined by the Lorentz and
Galilei transformations on M and G, respectively. In particular, the time component of the
transformation rule U = P+

M U′ on M allows one to find

c2(Λv − 1) = c2(Λu − 1)Λv′ +
(

Λu u
TRS

)(
Λv′ v

′)
+ c2(Λv′ − 1)

in terms of the boost parameter u ∈ R3×1 and rotation RS ∈ SO(3). Moreover, the space
component of the transformation rule U = P+

G U′ on G allows one to find
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1
2
∥v∥2 =

1
2
∥u∥2 +

(
uTRS

)
v′ +

1
2
∥v′∥2.

From these expressions and use of Equation (93) in Equation (96), the 4-row Φ in
Equation (97) can be read off:

Φ =


[
c2(Λu − 1) Λu u

TRS

]
(on BM)[

1
2∥u∥2 uTRS

]
(on BG).

(98)

The compatibility of these expressions as c → ∞ is evident. No new parameters beyond
u ∈ R3×1 and RS ∈ SO(3) already present in a Lorentz transformation P+

M or homogeneous
Galilei transformation P+

G are introduced. The element 1 in the last row and column of
Equation (97) is also confirmed.

This completes specification of the B-Lorentz transformations P̂+
BM and the homo-

geneous B-Galilei transformations P̂+
BG, which act on the vector spaces VBM and VBG

underlying the extended spacetimes BM and BG, respectively.

5.2. Bargmann Group and Bargmann Metric

The set of restricted B-Lorentz transformations P̂+
BM and the set of restricted homo-

geneous B-Galilei transformations P̂+
BG, given by Equations (97) and (98) with P+ = P+

M
or P+ = P+

G, are subgroups of GL(5). It is evident that these sets of matrices contain the
identity (u = 0 and RS = 1). To identify the inverse of P̂+, note again a factorization

P̂+ = L̂ R̂,

with

L̂ =

[
L 0
Φ 1

]
, R̂ =

1 0 0
0 RS 0
0 0 1

,

so that P̂+−1
= R̂T L̂−1 with L̂−1 obtained from L̂ via u 7→ −u. Closure under matrix

multiplication is shown by considering the product

P̂+ ′′ = P̂+ P̂+ ′,

or in 4 + 1 block form,[
P+ ′′ 0
Φ
′′ 1

]
=

[
P+ 0
Φ 1

][
P+ ′ 0
Φ
′ 1

]
=

[
P+ P+ ′ 0

ΦP+ ′ +Φ′ 1

]
.

The 4× 4 matrix relation
P+ ′′ = P+ P+ ′ (99)

in the upper-left block is simply the known closure of the restricted Lorentz or restricted
homogeneous Galilei group. The remaining question is whether the 4-row

Φ
′′ = ΦP+ ′ +Φ′

is in the form of Equation (98), with the relevant expressions involving u′′ and R′′ deter-
mined consistently from Equation (99). Direct computation shows that the answer is yes,
completing the demonstration of closure.

The existence of a ‘Bargmann metric’ G is suggested by the ‘action coordinate relation’
in Equation (95) relating coordinate variations along a material particle worldline, and
it turns out to be invariant under B-Lorentz or homogeneous B-Galilei transformations,
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making it a fundamental structure on BM or BG. On BM, use Λv = dt/dτ and c2 dτ2 =
c2 dt2 − ∥dx∥2 in Equation (95) to deduce

−2 dη dt + dxa 1ab dxb +
1
c2 dη2 = 0 (on BM).

On BG, use dτ = dt and ∥v∥2 dt2 = ∥dx∥2 to deduce analogously

−2 dη dt + dxa 1ab dxb = 0 (on BG).

In both cases the left-hand side looks like a line element, suggestive of a Bargmann metric
(or B-metric) G represented by the B-Minkowski or B-Galilei matrix

G =



 0 0j −1
0i 1ij 0i

−1 0j
1
c2

 = ηBM (on BM)

 0 0j −1
0i 1ij 0i

−1 0j 0

 = ηBG (on BG)

(100)

with respect to a B-Minkowski or B-Galilei basis. (Apologies for the visual similarity of
the action coordinate η, the Minkowski matrix η related to M, and the B-Minkowski and
B-Galilei matrices ηBM and ηBG. They must not be confused). The Bargmann metric itself is
given by

G =


− e0

∗ ⊗ e4
∗ + e1

∗ ⊗ e1
∗ + e2

∗ ⊗ e2
∗ + e3

∗ ⊗ e3
∗ − e4

∗ ⊗ e0
∗ +

1
c2 e4

∗ ⊗ e4
∗ (on BM)

− e0
∗ ⊗ e4

∗ + e1
∗ ⊗ e1

∗ + e2
∗ ⊗ e2

∗ + e3
∗ ⊗ e3

∗ − e4
∗ ⊗ e0

∗ (on BG)

in terms of the elements of a B-Minkowski or B-Galilei dual basis. The Bargmann metric G
is a fundamental invariant structure on BM and BG, in the sense that

G
(
P̂(a), P̂(b)

)
= G(a, b)

for any a, b ∈ VB. With respect to a B-Minkowski or B-Galilei basis this condition reads

P̂T
BM ηBM P̂BM = ηBM,

P̂T
BG ηBG P̂BG = ηBG,

which are verified by direct computation for both P̂+
BM with ηBM and P̂+

BG with ηBG. Note,
however, that the 6-dimensional Lie groups of restricted B-Lorentz transformations P̂+

BM
and restricted homogeneous B-Minkowski transformations P̂+

BG are only subgroups of the
10-dimensional Lie groups that preserve G for BM and BG, respectively; because of this,
invariance of G is not sufficient to prove closure, which instead is proved directly.

The above calculation suggesting the existence of G also shows that

G
(
Û, Û

)
= ÛT G Û = 0, (101)

that is, that Û is null with respect to G. This is so even though Û remains timelike with
respect to g or τ as appropriate, as noted previously.

The inverse metric
←→
G is represented by
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←→
G =



−
1
c2 0j −1

0i 1ij 0i

−1 0j 0

 =←→η BM (on BM)

 0 0j −1
0i 1ij 0i

−1 0j 0

 =←→η BG (on BG)

(102)

with respect to a B-Minkowski or B-Galilei basis. It is given by

←→
G =


− 1

c2 e0 ⊗ e0 − e0 ⊗ e4 + e1 ⊗ e1 + e2 ⊗ e2 + e3 ⊗ e3 − e4 ⊗ e0 (on BM)

− e0 ⊗ e4 + e1 ⊗ e1 + e2 ⊗ e2 + e3 ⊗ e3 − e4 ⊗ e0 (on BG)

in terms of the elements of a B-Minkowski or B-Galilei basis.
Note the remarkable difference in the relationship between M and G on the one

hand and between BM and BG on the other, including startlingly different geometric
consequences. Whereas the spacetime M is a pseudo-Riemann manifold with metric g
and inverse ←→g , the spacetime G obtained as c → ∞ is not: instead of a metric and its
true inverse, one is left with an invariant time form τ and an invariant degenerate inverse
‘metric’←→γ . In contrast, both BM and BG are pseudo-Riemann manifolds with a metric G
and inverse

←→
G (of signature −++++, and detG = −1 with respect to a B-Minkowski

or B-Galilei basis), the versions of both of these on BM limiting smoothly to those on
BG as c → ∞, as is evident from the above expressions in terms of B-Minkowski and
B-Galilei bases.

With both BM and BG as pseudo-Riemann manifolds, henceforth, let the underline
and overarrow notation denote the raising and lowering of indices with respect to G.

Exterior differentiation and the (invertible) Hodge star operator—now available on
both BM and BG—will be needed in Section 7. Exterior differentiation is the same on the
Bargmann spacetimes as on the original spacetimes, because no explicit dependence of
tensor fields on the coordinate η will be allowed:

d̂ = eA
∗ ∧

∂

∂xA

= eα
∗ ∧

∂

∂xα
+ e4
∗ ∧

∂

∂x4

reduces to
d̂ = eα

∗ ∧
∂

∂xα
= d (103)

(compare Equation (32)), the partial derivative with respect to x4 = η vanishing in all cases.
Note the summation convention, with upper-case Latin indices taking values in {0, 1, 2, 3, 4},
with letters A, B, . . . near the beginning of the alphabet preferred for dummy indices, and
letters I, J, . . . from later in the alphabet preferred for free indices. An orientation on BM or
BG is specified with the Levi–Civita tensor ε̂ defined such that

ε̂(e0, e1, e2, e3, e4) = 1

with components
ε̂ I JKLM = [I JKLM]

for a right-handed B-Minkowski or B-Galilei basis. With respect to another right-handed
but otherwise arbitrary basis (e′0, e′1, e′2, e′3, e′4), Equation (A11), together with the matrix
relation G′ = P̂T

ηB P̂, show that in the more general basis the components are given by
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ε̂′I JKLM =
√
−G′ [I JKLM],

where G′ = detG′. Raising all five indices yields

ε̂′I JKLM = − 1√
−G′

[I JKLM] (M only),

with respect to a general basis, or

ε̂I JKLM = −[I JKLM]

with respect to a B-Minkowski or B-Galilei basis. The metric G makes the volume form ε̂
also a Levi–Civita tensor, and makes available the Hodge star operator ⋆̂ that provides a
bijection between p-forms and (5− p)-forms on BM or BG. In particular,

⋆̂FI1 ...I5−p =
1
p!

FA1 ...Ap ε̂A1 ...Ap I1 ...I5−p

gives the components of the (5− p)-form ⋆̂F dual to the p-form F.
Finally, note that the groups of B-Lorentz and homogeneous B-Galilei transformations

discussed here act on the vector spaces VBM and VBG underlying the extended affine
spacetimes BM and BG, respectively. The points or events of these extended spacetimes
transform by elements of the B-Poincaré and B-Galilei groups, which add translations to
the B-Lorentz and homogeneous B-Galilei groups, as discussed in Appendix A.

5.3. Bargmann Spacetime Foliation and Tensor Decomposition

As was the case with Minkowski spacetime M and Galilei–Newton spacetime G, it is
necessary to decompose the extended spacetimes BM and BG and tensor fields thereon in a
manner that enables comparison with observations. Beyond decomposition into ‘time’ and
‘space’, there is now decomposition into ‘time’, ‘space’, and ‘action’, the latter corresponding
to the additional coordinate x4 = η.

Select an origin O of BM or BG, and a fiducial B-Minkowski or B-Galilei basis
(e0, e1, e2, e3, e4) of the underlying vector space VBM or VBG along with its dual basis
(e0
∗, e1
∗, e2
∗, e3
∗, e4
∗). Regard the affine space BM or BG also as a differentiable manifold and

think of the above bases as frame fields; then, the basis consists of coordinate basis vectors
associated with the 5-tuple (t, xi, η) of global B-Minkowski or B-Galilei coordinates, and
the dual basis consists of the exterior derivatives or covariant gradients of these coordinate
functions.

Consider the 1 + 3 + 1 splitting of the extended affine spacetimes BM and BG according
to a fiducial ‘inertial observer’. As with M and G, there is a time axis

T = {O + e0 t | t ∈ R},

and now also an ‘action axis’

A = {O + e4 η | η ∈ R}.

Position space as perceived by the fiducial observer at time t, for a given value of η, is the
affine 3-plane

S(t,η) = {O + e0 t + ei xi + e4 η | (xi) ∈ R3}.

The complete collection
(
S(t,η)

)
(t,η)∈R2

is a foliation of BM or BG whose leaves are affine

3-planes of codimension 2, instead of hyperplanes of codimension 1, as was the case with
M or G.

In expressing the projection operator←−γ used to decompose tensors into pieces along
T, tangent to S(t,η), and along A, it will prove convenient to give special labels to the time
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and action elements of these bases, and in the process to define three special 5-vector fields
n, χ, and ξ. Similar to M and G, regard

n = e0, n =

 1
0i

0


as the 5-velocity of the fiducial observer on both BM and BG. Its metric dual n = G · n,
represented by n = (ηBn)

T, is

n = −e4
∗ = −∇η, n =

[
0 0i −1

]
on both BM and BG. On M but not on G a dual-observer covector was defined by
Equation (27); similarly a dual-observer covector

χ = e0
∗ = ∇t, χ =

[
1 0i 0

]
satisfying

χ · n = 1

can now be defined on both BM and BG. Note that

χ = τ (BG only),

the linear form τ remaining invariant on BG as it is on G. Its metric dual χ = χ · ←→G , the
dual fiducial observer vector, is

χ =

−
1
c2 n− e4

−e4,
χ =




− 1

c2

0i

−1

 (on BM)

 0
0i

−1

 (on BG).

(104)

Unlike M, on which χ and n are collinear according to Equation (28), these vectors are
linearly independent in the case of BM or BG. Finally, it will prove useful to also define the
‘action vector’

ξ = −e4 =


1
c2 n + χ (on BM)

χ (on BG),
ξ =

 0
0i

−1

.

Note that ξ coincides with χ on BG, and is equal to −e4 on both BM and BG. Its metric
dual ξ = G · ξ is

ξ =


1
c2 n + χ

χ,
ξ =


[
1 0i − 1

c2

]
(on BM)[

1 0i 0
]

(on BG).

For reference, the norms of these vectors with respect to G are
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G(n, n) = n · n = 0,

G(χ, χ) = χ · χ =

{
− 1

c2 (on BM)

0 (on BG)

G(ξ, ξ) = ξ · ξ =

{
1
c2 (on BM)

0 (on BG).

Their mutual contractions

G(χ, n) = χ · n = 1,

G(n, ξ) = n · ξ = 1,

G(χ, ξ) = χ · ξ = 0

are the same on BM and BG. That G(n, n) = 0 as in Equation (101) for Û, together with
g(n, n) = −c2 on BM or τ(n) = 1 on BG as is also the case for Û, identifies n as timelike
and suitable as a 5-velocity; indeed, the straight line T to which it is tangent will be regarded
as the worldline of the fiducial observer. In relation to the fiducial vector and covector
bases, n and n are equally simple, while the covector χ is simpler than χ, and the vector
ξ is simpler than the covector ξ. This will affect which of these appear in the projection
operator←−γ and are used in tensor decompositions.

As on M (but not on G), the projection operator←−γ to S(t,η) turns out to be related to
the 3-metric γ by metric duality on both BM and BG. The latter can be expressed

γ = e1
∗ ⊗ e1

∗ + e2
∗ ⊗ e2

∗ + e3
∗ ⊗ e3

∗

= G− n⊗ χ− ξ ⊗ n

on BM or BG, provided the appropriate expressions for G and ξ are used. Raising the
first index,

←−γ = δ− n⊗ χ− ξ ⊗ n, (105)

and one verifies

0 =←−γ · n =←−γ · χ =←−γ · ξ,

0 = n · ←−γ = χ · ←−γ = ξ · ←−γ

as desired. For the decomposition of a vector field on BM or BG, the time, space, and
action components are given by contraction with χ, ←−γ , and −n, respectively. For the
decomposition of a covector field on BM or BG, the time, space, and action components
are given by contraction with n,←−γ , and −ξ, respectively.

Expressed in terms of the vectors n, χ, and ξ and/or their metric duals, the fiducial
B-Minkowski or B-Galilei basis and dual-basis can be written as a 5-row B̂ and 5-column
B̂∗, respectively:

B̂ =
[
n ei −ξ

]
=

[
B −ξ

]
,

B̂∗ =


χ

ei
∗

−n

 =

[
B∗

−n

]
,
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extending the Minkowski or Galilei basis 4-row B and dual basis 4-column B∗. Under a B-
Lorentz or homogeneous B-Galilei transformation, the vector basis transforms according to

B̂′ = B̂ P̂ =
[
B −ξ

][P 0
Φ 1

]
=

[
BP− ξΦ −ξ

]
.

Of note here is that the action vector ξ′ associated with the new action coordinate η′ is
invariant, that is,

ξ′ = ξ.

Thus, while the time axis T and position space 3-planes S(t,η) tilt under B-Lorentz or ho-
mogeneous B-Galilei transformations, the action axis A is invariant (Picture the extended
vector space VBM or VBG as a collection of conventional spacetime diagrams of VM or VG
stacked along the action axis A. Under a B-Lorentz or homogeneous B-Galilei transforma-
tion, within each subspace (spacetime diagram) VM or VG the vectors (n, ei) transform as
usual according to the term BP, but also the entire stack of subspaces (spacetime diagrams)
VM or VG tilts relative to the invariant action axis A according to the term−ξΦ). Meanwhile
the dual covector basis transforms according to

B̂′∗ = P̂−1 B̂∗ =

[
P−1 0
Φ̃ 1

][
B∗
−n

]
=

[
P−1 B∗
Φ̃B∗ − n

]
.

Of note here is that the first four dual-basis covectors—those that span the dual space
of the vector space underlying M or G—transform under B-Lorentz or homogeneous B-
Galilei transformations in the same way they do under Lorentz or homogeneous Galilei
transformations:

B′∗ = P−1 B∗.

As noted earlier, this means that when g on M given by Equation (2), or τ on G given by
Equation (19), are regarded as tensors on BM or BG, the manner in which they govern
causality according to Poincaré or Galilei physics, by giving a proper time interval dτ
according to Equation (35) or (36), is preserved in the 5-dimensional Bargmann setting.

The 1 + 3 + 1 splittings of the exterior differentiation operator and the volume form
will be needed in Section 7. Referring to Equations (32) and (103),

d̂ = d

= χ ∧ ∂

∂t
+

ˇ
d.

Moreover, because n = e0 and ξ = −e4, the contraction

ˇ
ε = −ε̂(n, . , . , . , ξ) = −n · ε̂ · ξ (106)

(compare Equation (30)) yields the space volume form
ˇ
ε on S(t,η). Conversely, because

χ = e0
∗ and n = −e4

∗,
ε̂ = −χ ∧

ˇ
ε ∧ n (107)

(compare Equation (31)) is a useful factorization of the extended spacetime volume form ε̂.
These expressions are valid on both BM and BG.

6. A Material Particle on BM or BG
Consider again in passing the 5-velocity Û already described, and note that tensor

decompositions with respect to a comoving observer are available. Consider also a 5-
covector version of Newton’s second law for a material particle on BM or BG.
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6.1. Kinematics

The kinematics of a material particle on BM or BG has already been given, since the
5-velocity

Û =

Λv(n + v)− c2(Λv − 1)ξ (on BM)

n + v− 1
2

γ(v, v)ξ (on BG),
(108)

expressed here decomposed relative to a fiducial inertial observer, was introduced in the
course of characterizing these extended spacetimes.

Here, it is worth noting that tensors on BM and BG can be locally decomposed relative
to a comoving observer with 5-velocity Û instead of the fiducial inertial observer with
5-velocity n. Key to such a decomposition is the operator

←−γÛ = δ− Û ⊗ χ
Û
− ξ ⊗ Û

that projects vectors to a 3-plane S(Û(τ),η) constituting position space according a comoving
observer. Comparing with Equation (105), note that n and n are replaced by Û and Û,
but that ξ is unchanged in accord with its invariant status. The covector Û = G · Û can
be expressed

Û =


−c2(Λv − 1)χ + Λv v + n (on BM)

−1
2

γ(v, v) χ + v + n (on BG).

The covector χ
Û

satisfying χ
Û
· Û = 1 can be deduced from its counterpart χ

U
= −g ·

U/c2 = −(γ + n⊗ χ) ·U/c2 on M and χ
U
→ τ on G with the result

χ
Û
=

Λv

(
χ− 1

c2 v
)

(on BM)

χ (on BG).

Analogous to relations involving n and χ in the case of the fiducial observer, one finds the
relation

ξ =


1
c2 Û + χÛ (on BM)

χÛ (on BG),

the norms

G(Û, Û) = Û · Û = 0,

G(χÛ , χÛ) = χ
Û
· χÛ =

{
− 1

c2 (on BM)

0 (on BG),

the mutual contractions

G(χÛ , Û) = χ
Û
· Û = 1,

G(Û, ξ) = U · ξ = 1,

G(χÛ , ξ) = χ
Û
· ξ = 0,

and the vanishing projections

0 =←−γÛ · Û =←−γÛ · χÛ =←−γÛ · ξ,

0 = Û · ←−γÛ = χ
Û
· ←−γÛ = ξ · ←−γÛ .
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Taken together, these show that Û, Û, χ
Û

, ξ, and ←−γÛ provide for the decomposition of
tensors according to a comoving observer.

6.2. Dynamics

Since the extended spacetime B-metric G is available on both BM and BG, consider
the 5-covector version of Newton’s second law:

d
dτ

Î = Υ̂, (109)

where Î = G · Î = M Û.
With respect to a B-Minkowski or B-Galilei basis, Î is represented by the 5-row

Î = M Û =


[
−Mc2(Λv − 1) MΛv v −M

]
(on BM)[

− 1
2 M∥v∥2 Mv −M

]
(on BG).

(110)

Compare the relationship between Equations (41) and (49) on the one hand, and between
Equations (93) and (110) on the other, in order to appreciate the different impacts of index
lowering via a metric on the 4D spacetimes M and G vs. the 5D Bargmann extended
spacetimes BM and BG. The inertia–momentum I exists on both M and G, even though
in terms of bulk motion the inertia MΛv is dynamic on M, while it is fixed to the rest
mass M on G. Because the Minkowski metric g exists on M but not on G, the total energy–
momentum I exists on M but not on G. Lowering the index converts dynamic inertia MΛv

to (the negative of) total energy Mc2Λv in the time component. In contrast, on both BM and
BG index lowering with the B-metric G converts the inertia–momentum–kinetic energy Î
to the kinetic energy–momentum–mass Î: the off-diagonal time/action components in the
B-Minkowski and B-Galilei matrices ηBM and ηBG of Equation (100) swap the places (and
change the signs) of inertia and kinetic energy; and the diagonal action-action component
1/c2 in ηBM has the effect of converting the dynamic inertia MΛv into the rest mass M on
BM, resulting in the same rest mass M that constitutes inertia on BG.

With the definitions of 3-momentum p and kinetic energy ϵp in Equations (54) and (55),
respectively, the kinetic energy–momentum–mass 5-covector can be written

Π̂ = Î = −ϵp χ + p + M n (111)

on both BM and BG so that Equation (109) reads

d
dτ

Π̂ = Υ̂. (112)

The denomination Π̂ = Î is motivated by the fact that its time and space pieces are precisely
the relative energy–momentum Π of Equation (53) on M and G. Just as Û extends U with
kinetic energy as a fifth component, in a similar manner Π̂ extends Π with rest mass as
a fifth component. (Note that while the notation Û = G · U and Î = G · I have been
used here, these 5-covectors do not extend the 4-covectors U and I with an additional
component; instead, Û and Î are simply the metric duals with respect to G of Û and Î,
which do extend the 4-vectors U and I).

Turn to the 5-force covector Υ̂ and find its decomposition relative to the fiducial
observer. (Note that the notation has been arranged in such a way that Equation (112)
extends to Bargmann spacetimes Equation (57) rather than Equation (50); in particular, Υ̂

extends Υ of Equation (58) rather than ΥI). Using Equation (111) in Equation (112) yields

−
dϵp

dτ
χ +

dp
dτ

+
dM
dτ

n = Υ̂. (113)

Following the definitions
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Υ̂ · ξ =
dM
dτ

=


θ

c2 (on BM)

0 (on BG)

and

Υ̂ · ←−γ =
dp
dτ

=


Λv

dp
dt

= Λv F (on BM)

dp
dt

= F (on BG)

of heating rate θ and 3-force covector F utilized on M and G, consider whether

−Υ̂ · n =
dϵp

dτ

agrees with the result found on M and G. In order to determine this, note that since

dΠ̂

dτ
=

dM
dτ

Û + M
d

dτ
Û

and G
(
Û, Û

)
= Û · Û = 0, it holds that

dΠ̂

dτ
· Û = 0.

Therefore use of Equations (108) and (113) together with the relations immediately above
results in

0 = Υ̂ · Û

=


Λ2

v

(
−

dϵp

dt
+F · v

)
− (Λv − 1)θ (on BM)

−
dϵp

dt
+F · v (on BG),

which yields

dϵp

dt
=


F · v− (Λv − 1)

Λ2
v

θ (on BM)

F · v (on BG)

in agreement with Equation (59).

7. Electrodynamics on BM and BG
Each of the spacetime formulations of electrodynamics on M or G given in

Section 4 consists of two sets of field equations, a set of closure relations, and a force
law describing the interaction of the electromagnetic field with a charged material particle
or a material medium possessing an electromagnetic current. These formulations can be
placed directly in the extended setting of the Bargmann spacetimes BM and BG, without
altering the physics, thanks to three facts noted at the end of Section 5.3: first, d̂ = d,
that is, no dependence of fields on coordinate x4 = η is allowed; second, the first four
dual-basis vectors (e0

∗, ei
∗) = (χ, ei

∗) on BM or BG transform under B-Lorentz or homo-
geneous B-Galilei transformations just as they do under Lorentz or homogeneous Galilei
transformations on M or G, without admixture of the fifth dual-basis vector e4

∗ = −n;
and third, the fifth basis vector e4 = −ξ on BM or BG is invariant under B-Lorentz or
homogeneous B-Galilei transformations, without admixture of the first four basis vectors
(e0, ei) = (n, ei).
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The first two facts recalled above from the end of Section 5.3 are consequential for the
field equations. Writing them as

d̂F̂ = 0,

d̂F̂ = Ĵ
(114)

on BM or BG, they have exactly the same content as

dF = 0

dF = J ,

on M or G, provided one simply takes

F̂ = F, F̂ = F , Ĵ = J (115)

for the 2-form F̂, the 2-form F̂ , and the 3-form J on BM or BG. What were 1 + 3 decompo-
sitions on M or G,

F = −χ ∧ E +B,

F = χ ∧ H +D,

J = −χ ∧J+C,

are now 1 + 3 + 1 decompositions BM or BG—that is, E and B, H and D, and J and C are
all tangent to the 3-space slices S(t,η) (recall also that B = B ·

ˇ
ε, and D = D ·

ˇ
ε, and J = j ·

ˇ
ε,

and C = ρ
ˇ
ε). That d̂ = d was the first fact recalled above from Section 5.3. The invariance

of the field equations of Equation (114) follows from the second fact recalled above from
Section 5.3. This implies that if covariant (that is, type (0, p)) tensors—here F̂, F̂ , and Ĵ —
have vanishing ‘action’ (fifth-dimension) components with respect to one B-Minkowski or
B-Galilei basis, it is so with respect to all such bases. Moreover, the time/space components
transform just as they do on M or G.

The third fact recalled above from Section 5.3—the invariance of the action vector ξ—is
consequential for the closure relations connecting F̂ and F̂ , and for the electromagnetic
force law.

On the one hand, consider the 3-form ⋆̂F̂, the Hodge dual of the 2-form F̂ on BM
or BG:

⋆̂F̂ =


− χ ∧ E − χ ∧ B ∧ n− 1

c2 E ∧ n (on BM)

− χ ∧ E − χ ∧ B ∧ n (on BG),
(116)

where E = E ·
ˇ
ε. (The difference between the results on BM and BG arises from the

index raising of χ to χ in taking the Hodge dual: χ is the same on BM and BG, but
χ differs according to Equation (104)). An immediate consequence is that contraction
⋆̂F̂( . , . , ξ) = ⋆̂F̂ · ξ yields the 2-form

⋆̂F̂ · ξ =


− χ ∧ B− 1

c2 E (on BM)

− χ ∧ B (on BG).

This is amenable to the closure relation

µ0 F̂ = − ⋆̂F̂ · ξ,

which is invariant because ξ is invariant. On BM, this closure relation is precisely that
of Equation (74) on M, and the field equations of Equation (114) give the full Maxwell
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equations. But on BG, this closure relation is precisely that of Equation (89) on G, with
the electric field disappearing from the electromagnetic source tensor F̂ , and the field
equations of Equation (114), giving the truncated Maxwell equations of the Galilei magnetic
limit, including the vanishing charge density constraint ρ = 0.

On the other hand, consider the 3-form ⋆̂F̂ , the Hodge dual of the 2-form F̂ on BM
or BG:

⋆̂F̂ =


χ ∧H− χ ∧ D ∧ n +

1
c2 H∧ n (on BM)

χ ∧H− χ ∧ D ∧ n (on BG),
(117)

where H = H ·
ˇ
ε. An immediate consequence is that contraction ⋆̂F̂( . , . , ξ) = ⋆̂F̂ · ξ

yields the 2-form

⋆̂F̂ · ξ =


− χ ∧ D +

1
c2 H (on BM)

− χ ∧ D (on BG).

This is amenable to the closure relation

ϵ0 F̂ = ⋆̂F̂ · ξ,

which is invariant because ξ is invariant. On BM this closure relation is precisely that
of Equation (76) on M, and once again the field equations of Equation (114) give the full
Maxwell equations. But on BG this closure relation is precisely that of Equation (91) on
G, with the magnetic field disappearing from the electromagnetic force tensor F̂, and the
field equations of Equation (114) giving the truncated Maxwell equations of the Galilei
electric limit.

Turn finally to the electromagnetic force law. On M or G, the force density on a
material medium with an electric current is given by Equation (86). Consider an extended
version of this equation on BM or BG:

nΥ̂ = F̂( . , Ĵ) = F̂ · Ĵ. (118)

On the left-hand side, Equation (113) gives

Υ̂ = Υ +
dM
dτ

n = Υ

because dM/dτ = 0 for the electromagnetic force. This absence of an action component
Υ̂η is already guaranteed by the right-hand side of Equation (118), where as discussed
above F̂ = F has vanishing action components in any B-Minkowski or B-Galilei basis. The
properties of the extended electric current vector

Ĵ = J − Ĵη ξ

are consistent with the discussion of Û in Section 5.1. In particular, the time and space
components, that is, the components of J, transform as they do on M and G, without
admixture of the action component Ĵη . Because Ĵ is a contravariant vector, unlike the
covariant tensors in Equation (115)—to which list, by the way, an electromagnetic 1-form
Â = A could be added—it is not possible to assert that Ĵη vanishes with respect to all
B-Minkowski or B-Galilei bases. However, the component Ĵη plays no physical role in the
electromagnetic force, because Equation (118) actually reads

nΥ̂ = F̂ · Ĵ = F · Ĵ = F · J = nΥ

thanks to the projective nature of F̂ = F. Moreover, using J = ρ n + j, one can show that
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Ĵ · ε̂ = ε̂
(

Ĵ, . , . , . , .
)

= χ ∧ Ĵη

ˇ
ε−J ∧ n,

so that

J = −ε̂
(

Ĵ, . , . , . , ξ
)

= − Ĵ · ε̂ · ξ

relates the current 5-vector in the electromagnetic force to the current 3-form appearing in
the field equations in an invariant manner, thanks to the invariance of ξ.

8. Conclusions

This work begins by suggesting a semantic shift in the way physicists use the terms
‘special relativity’ and ‘general relativity’. The suggestion is that these terms be used to refer
to physics on affine (flat) spacetimes on the one hand, or spacetimes with curvature on the
other, regardless of whether the physics is governed by the Poincaré group or by the Galilei
group. In this perspective these spacetime symmetry groups apply globally in ‘special
relativity’ but only locally in ‘general relativity’. This semantic shift leads to a conceptual
shift to a more unified perspective on Poincaré and Galilei physics. This paper focuses
on special relativity—Poincaré physics and Galilei physics on affine spacetimes—and the
sequel will address general relativity.

The 4-dimensional affine spacetimes governed by the Poincaré and Galilei groups,
respectively, Bargmann–Minkowski spacetime M, and Galilei–Newton spacetime G—have
important differences and similarities. Causality is governed by the null cone on M,
embodied by the spacetime metric g, whose inverse is←→g . A fulness of tensor algebra and
tensor calculus is available on M, including metric duality (raising and lowering of tensor
indices), a Levi–Civita connection and Levi–Civita volume form, and Hodge duality. This
technology is more limited on G due to the lack of a non-degenerate spacetime metric.
The asymptotic behavior of g as c → ∞ leads to a 1-form τ embodying absolute time on
G. The limit of←→g as c → ∞ is a (2, 0) tensor←→γ tangent to the leaves St (position space
3-slices) of the given foliation implied by the absolute time 1-form τ. Regarded as a tensor
on spacetime G, this tangency to St renders←→γ degenerate, in that τ · ←→γ = 0 in contrast to
g · ←→g = 1 on M. As for the characteristic groups of Poincaré and Galilei physics, as c→ ∞,
the Lorentz transformations that preserve preferred representations of the fundamental
structures g and←→g on M limit smoothly to the homogeneous Galilei transformations that
preserve preferred representations of the corresponding fundamental structures τ and
←→γ on G. While transformations of 1+3 (time/space) foliations of spacetime according to
different inertial observers are geometrically different for M and G—pseudo-rotations of
time axis and 3-space slices on M, vs. a ‘beveling’ of absolute 3-space slices according to a
tilted time axis on G—for a single inertial observer the splitting of spacetime into space and
time is formally similar. Associated tensor decompositions into time/space pieces relatable
to human observation and measurement are crucial; the projection operator←−γ to 3-slices
St, fiducial observer 4-vector n, and dual-observer covector χ (for M) or absolute time form
τ (for G) are indispensable tools for effecting such decompositions.

Classical physics on M and G begins with consideration of a material particle.
Kinematics—a description of where a particle is (its position along a worldline) and how
fast it is moving (via the 4-velocity U, tangent to the worldline)—is unproblematic on both
M and G. But a unified perspective on dynamics on M and G—a prescription of what
determines the shape of the worldline—is more problematic because of the absence of a
spacetime metric on G. The Poincaré and Galilei groups naturally address the transfor-
mation of inertia and 3-momentum, combined in the inertia–momentum 4-vector. On M,
this also includes energy thanks to the equivalence of inertia and total energy modulo the
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factor c2; but the geometry of G enforces the invariance of inertia and its strict separation
from kinetic energy, precluding a Galilei tensor formalism on 4-dimensional spacetime that
explicitly exhibits the transformation of energy.

More on this shortly; but first, no treatment of ‘special relativity’ (including as re-
defined here) would be adequate without a discussion of electrodynamics. This paper
presents a fresh—indeed, taken as a whole, apparently novel—spacetime approach to this
subject well suited to a unified perspective on M and G: due to the absence of a spacetime
metric on G, the fundamental equations are given only in terms of the spacetime exterior
derivative operator d, acting on a 2-form F (the ‘electric force tensor’ encoding the electric
field strength E and magnetic flux density B) and a separate 2-form F (the ‘electric source
tensor’ encoding the electric displacement field D and magnetic field strength H). The
manifestly Poincaré- or Galilei-invariant theories in vacuum then follow from closing the
system with ‘constitutive relations’ given by spacetime tensor relations between F and
F . On M, the natural home of full electrodynamics, this is an invertible relationship of
Hodge duality, consistent with the Poincaré invariance. On G the degeneracy of the inverse
‘metric’←→γ now rears its head: there is no Hodge star operator, but instead a non-invertible
‘slash-star’ operator whose use in closure relations results in partly truncated versions of
electrodynamics. Depending on whether one takes F or F as fundamental, one obtains
either the ‘magnetic limit’ or the ‘electric limit’ originally found and discussed by LeBellac
and Lévy-Leblond [32] without the benefit of a spacetime perspective. These authors say
that the electric field (in the magnetic limit) or the magnetic field (in the electric limit) exists
but has no physical effect in these respective limits, but the presentation here shows that
this conclusion is too hasty: while it is true that these ‘opposite’ fields disappear from
the Lorentz force and the electromagnetic energy density, consideration of the Poynting
theorem in these limits shows that electric field (in the magnetic limit) or magnetic field (in
the electric limit) still plays a role in the electromagnetic transport of energy.

Returning to the question of explicit accommodation of the transformation of kinetic
energy in a tensor formalism, this can be accomplished for both Poincaré and Galilei
physics by moving to a 5-dimensional setting, leading to the extended spacetimes BM and
BG. The fifth coordinate, η (not to be confused with preferred matrix representations η of
metric tensors), has units of action/mass and is called the ‘action coordinate’ for short. The
‘action coordinate relation’ of Equation (95) is crucial to the geometry of BM and BG, for
in both cases, it leads to a non-degenerate metric tensor labeled G, with preferred matrix
representations G given by Equation (100). Unlike the relationship between 4-dimensional
M and G, in this case, the expressions for both G and its inverse

←→
G on BM limit smoothly

to the corresponding expressions on BG. And unlike 4-dimensional G, 5-dimensional BG
is a pseudo-Riemann manifold, making available the corresponding full technology of
tensor algebra and tensor calculus. This allows an even more deeply unified perspective on
Poincaré and Galilei physics, via their more parallel treatment on the extended spacetimes
BM and BG. Similar to the 1 + 3 (time/space) splitting of 4-dimensional spacetimes and
tensors thereon, a 1 + 3 + 1 (time/space/action) splitting of BM and BG and associated
tensor decompositions into time/space/action pieces relatable to human observation and
measurement are crucial; the projection operator ←−γ to 3-slices S(t,η), fiducial observer
5-vector n, action 5-vector ξ, and 5-covectors χ and n are indispensable tools for effecting
such decompositions.

The B-Lorentz and homogeneous B-Galilei groups, which act on the vector spaces un-
derlying the extended spacetimes BM and BG, respectively, have some notable properties
(The Lie theory of these groups, including their Lie algebra cohomology and the status
of the B-Poincaré and B-Galilei groups as central extensions of the Poincaré and Galilei
groups, will be left for separate exposition). These transformations are represented by the
matrices given by Equations (97) and (98) with respect to a B-Minkowski or B-Galilei basis.
They, respectively, preserve the versions of the metric G on BM and BG. The signature
of G is −++++ in both cases; thus, the B-Lorentz and homogeneous B-Galilei groups
can be understood as subgroups of SO(1, 4) (which itself is a subgroup of GL(5)) that
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satisfy additional properties. One additional property is that the first four B-Minkowski
or B-Galilei dual-basis covectors

(
eµ
∗
)
=

(
χ, ei
∗

)
transform just as they do under Lorentz

or homogeneous Galilei transformations, without admixture of the last B-Minkowski or
B-Galilei dual-basis covector e4

∗ = −n. Another property is that the last B-Minkowski or
B-Galilei basis vector, e4 = −ξ, remains invariant under these transformations.

As a consequence of these properties, the Lorentz- and homogeneous Galilei-invariant
physics on M and G discussed in this paper translate into manifestly B-Lorentz- and B-
Galilei-invariant physics on BM and BG. In the case of material particles, the metric g on
M and the time covector τ on G governing causality are both covariant tensors (that is, of
type (0, p)) that play the same role on BM and BG, and are uncontaminated by e4

∗ = −n
under B-Lorentz or B-Galilei transformations. The same is true of the 2-forms F and F
in the formulation of electrodynamics on M and G presented here, which, together with
the Hodge star operator now available on both BM and BG and the invariance of e4 = −ξ
used in closure relations, provide for a straightforward invariant translation of Poincaré
and Galilei electrodynamics into the 5-dimensional setting.

In the case of a material particle no fundamentally new physics emerges in the
5-dimensional setting of BM and BG relative to the 4-dimensional setting of M and G,
but things are rearranged in such a way that Poincaré and Galilei versions can be treated
in parallel. In a sense, Poincaré physics gives up a bit for the benefit of Galilei physics:
the Poincaré union of mass and kinetic energy is less apparent, but explicitly separating
kinetic energy allows Galilei physics to also handle energy in a tensor formalism. In the
inertia–momentum–kinetic energy 5-vector Î = MÛ, with rest mass M and 5-velocity Û
tangent to the worldline in extended spacetime, the usual inertia–momentum 4-vector is
extended to include a fifth component, the kinetic energy, and as on M and G, the first
component is inertia, the dynamic MΛv in the case of BM and the invariant M in the case
of BG. In the kinetic energy–momentum–mass 5-covector Π̂ = G · Î obtained by metric
duality, the first component is the (negative of) kinetic energy, and the last component is
invariant, the (negative of) rest mass M on both BM and BG. Newton’s second law is most
naturally handled in its covector version and the work–energy theorem is directly present
in the tensor formalism.

As for electrodynamics, no fundamentally different physics arises in the 5-dimensional
setting of BM and BG either, at least in the straightforward translation to the 5-dimensional
setting presented here. In this paper, the two different Galilei-invariant theories on G (the
so-called magnetic and electric limits) arise because of the non-invertible nature of the
‘slash-star’ operator (the Galilei-invariant counterpart of the invertible Hodge star operator
on M). One might have wondered whether the availability of a true invertible Hodge star
operator on BG changes things, but this turns out not to be the case. The reason has to do
with the way the inverse metric, which appears in the Hodge star and slash-star operators,
manifests in the 5-dimensional setting. The metric g on M is necessarily ‘scrambled’ in
going over to the metric G on BM; if this were not so, G on BM could not limit sensibly
to a metric G on BG. In contrast, the inverse metrics←→g on M and←→γ on G are directly
extended into the inverse metric

←→
G on BM and BG; see the upper-left 4× 4 blocks in

Equation (102). Even though the metric is now invertible and a true Hodge star operator
exists on BG, the vanishing time-time component −1/c2 → 0 in these expressions ends up
projecting out the electric field (in the magnetic limit) or the magnetic field (in the electric
limit) when taking the Hodge dual.

The question to be addressed in the sequel to this paper is what may exist in terms of a
more complete ‘Galilei general relativity’ in the 5-dimensional setting. The Newton–Cartan
spacetime N in Figure 1 has flat position space 3-slices, with the presence of spacetime
curvature encoding the Newton gravitational potential. In this theory, the mass density is
the only source of spacetime curvature, with bulk kinetic energy density, internal energy
density, and stresses apparently disappearing as sources in comparison with mass density
due to their ‘inertia’ being given by multiplication by 1/c2. Moreover, in studying 4-
dimensional curved spacetime with local Galilei symmetry related to the usual Einstein
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spacetime E with Poincaré symmetry (traditionally known as ‘general relativity’) it is
common to reduce the number of degrees of freedom with additional constraints that result
in flat position space 3-slices (e.g., [34–36]). And at least some translations of N into the
5-dimensional setting preserve this spatial flatness (e.g., [21,27,28]); this is labeled BN in
Figure 1.

But the possibility of spatial curvature—and indeed strong spacetime curvature—
consistent with Galilei physics may be open and more accessible in a 5-dimensional setting.
Consider in particular a formulation—apparently not suggested before, apart from [3]—
motivated by the ‘action coordinate relation’ of Equation (95) key to the present exposition.
In the 1 + 3 formulation (traditionally called ‘3 + 1’, e.g., [37]) of Einstein spacetime E
(traditionally known as ‘general relativity’) in terms of the lapse function α, shift 3-vector β,
and 3-metric γ, proper time intervals are given by

c2 dτ2 = c2α2 dt2 − γ(dx + β dt, dx + β dt) (on E)

and the Lorentz factor of a material particle is Λ = α dt/dτ. Use of these expressions in the
action coordinate relation of Equation (95) yields

0 = βaβa dt2 − 2 dt βadxa + dxa γab dxb − 2 α dη dt +
1
c2 dη2 (on BE).

This is suggestive of a 5D Bargmann–Einstein spacetime BE and its c → ∞ limit BG
compatible with Galilei physics, with metric G represented by

G =




βaβa β j −α

βi γij 0i

−α 0j
1
c2

 (on BE)


βaβa β j −α

βi γij 0i

−α 0j 0

 (on BG)

and inverse metric
←→
G represented by

←→
G =




− 1

c2α2
1

c2α2 βj − 1
α

1
c2α2 βi γij − 1

c2α2 βiβj 1
α βi

− 1
α

1
α βj 0

 (on BE)


0 0j − 1

α

0i γij 1
α βi

− 1
α

1
α βj 0

 (on BG).

(These reduce to Equations (100) and (102) on affine spacetimes BM and BG as α → 1
and β → 0 and γij → 1ij). Thus, there is a reasonable prospect that recasting the 1 + 3
(time/space) formulation of the Einstein equations on E as a 1 + 3 + 1 (time/space/action)
formulation on BE and taking the c→ ∞ limit could yield a Galilei gravitation of enhanced
strength on spacetime BG in which energy density and stress contribute as sources and
give rise to position space 3-slice curvature as well as spacetime curvature, beyond the
flat position space 3-slices and spacetime curvature determined by mass density alone
on N and BN . This is the reason for suspecting that there exists a BG distinct from BN
if Figure 1. This suspicion is heightened by the fact that the metric given above for BG
seems incommensurate with that on BN given by de Saxcé [27,28]: the latter contains −1
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in the off-diagonal time-action components rather than −α, instead locating the Newton
gravitational potential in the time-time component, and exhibits manifestly flat position
space 3-slices.

That a large-c limit is not necessarily a weak-field (small curvature) limit has become
apparent in recent work allowing for torsion on 4-dimensional spacetime (e.g., [38–42]). In
Newton–Cartan spacetime N , flat position space 3-slices go hand-in-hand with vanishing
torsion through the ‘absolute time’ condition that the time form be closed (dτ = 0), but the
generalizations in the above-cited works consider a weaker ‘twistless torsion’ condition
(τ ∧ dτ = 0) requiring only a foliation of spacetime according to a global time coordi-
nate, with proper time between leaves of the foliation governed by a lapse function as
in the usual Poincaré–Einstein case. These works typically glance at or even make par-
tial use of a 5-dimensional setting, but ultimately boil down to consideration of curved
4-dimensional spacetimes consistent with Galilei physics. The approach advocated in this
paper is somewhat different: the idea is to express standard Poincaré physics also in a
5-dimensional setting where Galilei physics can most naturally breathe, and use it as a
guide to obtaining Galilei physics without ever subjecting the latter to a ‘reduction’ to a
4-dimensional setting. Nevertheless, the exhibition of both weak-field and strong-field
versions of Galilei-compatible c → ∞ Schwarzschild geometry presented by Van den
Bleeken [39] is particularly striking, and may correspond to the fundamental distinction
between BN and BG conjectured in the previous paragraph. Indeed, if the strong-field
5-dimensional BG distinct from the weak-field BN materializes as conjectured above, ex-
ploration of a possible relationship between such a formulation and the recently discovered
twistless-torsional generalizations of 4-dimensional Newton–Cartan spacetime will be of
keen interest.

Strong-field gravitation consistent with Galilei physics would be a useful—and con-
ceptually and mathematically sound—approximation in astrophysical scenarios such as
core-collapse supernovae, in which the energy density and pressure of the nascent neutron
star contribute to enhanced gravity at the 10–20% level, but for which the computation-
ally/numerically fraught phenomena of ‘Minkowski’ bulk fluid flow and back-reaction
of gravitational radiation are much less significant. The most commonly used proce-
dure [43] for approximating strong gravity in core-collapse supernova simulations at
present—keeping higher-order Newton multipole moments while swapping the Newton
monopole for a Poincaré–Einstein (traditionally, ‘general relativistic’) one—is physically
motivated but uncontrolled mathematically, precluding any handle on global conserva-
tion properties.
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Appendix A. Affine Spaces and Linear Tensors

Begin by establishing a unified conceptual framework for the flat 4-dimensional
Minkowski and Galilei–Newton spacetimes and their 5-dimensional Bargmann extensions
treated in this work. This appendix includes descriptions of a generic affine space and
of linear tensors on the vector space underlying an affine space, along with a discussion
of treating an affine space as a differentiable manifold with connection even in the ab-
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sence of a metric. To maintain the flavor of coordinate-free formulations while referring
to specific bases, a matrix formalism is introduced to reduce, where feasible, the index
clutter associated with tensor component expressions. Books by Gourgoulhon [2,37], by de
Saxcé [27], and by Frankel [44], written for the perspective of physicists, may be helpful for
understanding the geometric approach, mathematical tools, and (to some extent) notation
employed here.

Appendix A.1. Affine Spaces

Informally, a real affine space A of dimension n is essentially a real vector space V of
dimension n for which one ‘forgets’ the origin (zero vector) so that translations become
symmetries of the space. Indeedm vectors in a vector space V underlying an affine space A
act on points of A according to an ‘addition’ mapping

+ : A×V → A
(x,−→xy) 7→ y = x +−→xy.

(A1)

For points x, y ∈ A, this says that −→xy ∈ V is the unique vector that ‘points from x to y’ or
‘translates x to y’, with −→xy = 0 (the zero vector) if y = x. This action of V on A is taken to be
compatible with the vector addition of V, as follows. Consider a third point z ∈ A, which
can be written in two ways:

z = x +−→xz,

or

z = y +−→yz

= (x +−→xy) +−→yz

= x + (−→xy +−→yz).

Equating these two different ways of writing z implies

−→xz = −→xy +−→yz,

which is nothing but the addition operation of the underlying vector space V.
A symmetry of a space—here an affine space A or its underlying vector space V, or

specializations of these—is an automorphism: a one-to-one and onto mapping of the space
to itself, a transformation that leaves it ‘unchanged’, that is, indistinguishable from its
previous state, while preserving any (possibly additional) mathematical structure with
which it is endowed. The set of symmetry transformations of a space forms a group:
the identity transformation, in which each element of the space is mapped to itself, is an
obvious symmetry; if one transformation leaves the space unchanged, a succession of
two of them also leaves the space unchanged; and if a transformation leaves the space
unchanged, there is an inverse transformation that maps each element of the transformed
space back to the one from which it was mapped.

The symmetries of A—translations of A, along with invertible linear transformations
of its underlying vector space V—can begin to be described concretely with the selection of
a point O ∈ A as origin and a basis (e1, . . . , en) of V. Then, via Equation (A1), the points
x ∈ A are put into one-to-one correspondence with the elements of Rn, the set of all ordered
n-tuples of real numbers, according to

x = O +
−→
Ox

= O + e1 x1 + · · ·+ en xn

= O + ea xa,

(A2)
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where (xi) = (x1, . . . , xn) ∈ Rn collects the components of
−→
Ox ∈ V with respect to the basis

(e1, . . . , en). Note the summation convention on repeated dummy index a, one a superscript
and one a subscript; the fixed integer n denoting the dimension is not a dummy index.

Two perspectives on symmetry transformations of A are available. In active trans-
formations, the origin of A and the basis of V are fixed, while the points of A are moved
according to x 7→ x′ = x + C, where C ∈ V is a translation vector, along with

−→
Ox 7→

−→
Ox′ = P

(−→
Ox

)
, where P ∈ GL(V) is an invertible linear transformation of V. Here, passive

transformations are adopted instead, in which the points of A are fixed while the origin is
translated and the basis of V is transformed. In terms of the new origin and basis,

x = O′ +
−−→
O′x′

= O + C + e′ax′a,
(A3)

where C =
−−→
OO′ ∈ V is the translation of the origin, and (e′1, . . . , e′n) = (P(e1), . . . , P(en))

with P ∈ GL(V) is the transformed basis.
It is convenient to introduce matrix representations. Write the original basis of V, the

n-tuple (e1, . . . , en), as the n-row (that is, 1× n matrix)

B =
[
e1 . . . en

]
.

Let Rn×1 denote the vector space of n-columns (that is, n× 1 matrices) of real numbers,
naturally isomorphic to the vector space Rn of n-tuples of real numbers. Moreover, take
x ∈ Rn×1 to be

x =

x1

...
xn


so that

−→
Ox = ea xa = B x is given by matrix multiplication. Expand the transformed basis

elements as
e′j = P(ej) = ei Pi

j, (A4)

and collect the expansion coefficients in the matrix [Pi
j] = P ∈ GL(n), where GL(n) is the

group of invertible n× n real matrices. Then, the transformed basis is given by matrix
multiplication as

B′ =
[
e′1 . . . e′n

]
=

[
e1 . . . en

]
P = BP,

so that
−−→
O′x′ = e′a x′a = B′ x′ = BP x′. Finally, expand C =

−−→
OO′ = BC in the original basis.

Then, equating Equations (A2) and (A3) yields the transformation rule

x = P x′ + C (A5)

relating the two n-column representations of a point x ∈ A.
Thus, the symmetry group Aff(A) of an affine space A of dimension n with underlying

vector space V comprises the combined actions of translations of A and invertible linear
transformations of V. (In mathematical terms this ‘combination’ is the semidirect product of
V, understood as an abelian group under addition, and GL(V), a group under composition).
In the n-column representation of points of A, elements of the group Aff(n) are pairs (C,P)
which act according to Equation (A5). It is readily seen that the group multiplication
law is given by (C2,P2)(C1,P1) = (C21,P21) = (C2 + P2C1,P2P1), and that the inverse is
given by (C,P)−1 = (−P−1C,P−1). In particular, translations of the origin are effected
by elements C ∈ Rn×1 (understood as an abelian group under addition) acting by vector
addition on Rn×1 (understood as a set representing the points of A), while basis changes
of V are effected by the matrices P ∈ GL(n). For computational convenience, the action
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of (C,P) ∈ Aff(n) acting on n-columns representing points of A can be represented by the
linear transformations [

1
x

]
=

[
1 0
C P

][
1
x′

]
acting on (n + 1)-columns.

Of course, unlike points of A—whose n-column representations transform according
to Equation (A5) under Aff(n)—the n-column representations of vectors belonging to V are
transformed by the linear part only. In particular, for v ∈ V represented by the n-column v
relative to basis B, or by v′ relative to basis B′ = BP,

v = B v = B′ v′ = BP v′,

where P ∈ GL(n). This implies
v = P v′, (A6)

in contrast to Equation (A5).

Appendix A.2. Linear Tensors

Consider also the dual space V∗ of V. This is the vector space of covectors, or linear
forms on V, such that ω(v) is a real number for any ω ∈ V∗ and v ∈ V. Let (e1, . . . , en) be
a basis of V and (e1

∗, . . . , en
∗) the basis of V∗ dual to (e1, . . . , en) in the sense that

ei
∗(ej) = δi

j,

where δi
j is the Kronecker delta. With the expansions v = eb vb and ω = ωa ea

∗, where
(ω1, . . . , ωn) ∈ Rn collects the components of ω,

ω(v) = ωa ea
∗(eb) vb = ωa va

expresses the value of ω on v—also known as the canonical pairing of ω and v—in terms
of their components.

Consider simultaneous changes of bases of V and V∗ such that the dual-basis rela-
tionship is preserved. That is, let (e′1, . . . , e′n) = (P(e1), . . . , P(en)) for some P ∈ GL(V),
and (e′1∗ , . . . , e′n∗ ) =

(
Q∗(e

1
∗), . . . , Q∗(e

n
∗)
)

for the appropriate Q∗ ∈ GL(V∗) such that
e′i∗ (e′j) = δi

j. Here, the linear transformations Q∗ ∈ GL(V∗) are the algebraic adjoints of the
transformations Q ∈ GL(V), defined by

(Q∗(ω))(v) = ω(Q(v)) (A7)

for any ω ∈ V∗ and v ∈ V. Then

e′i∗ (e
′
j) = (Q∗(e

i
∗))(P(ej)) = ei

∗((QP)(ej)).

Thus, imposing e′i∗ (e′j) = ei
∗(ej) = δi

j requires Q = P−1, that is, that the dual covector
basis transforms inversely (in this adjoint sense) to the vector basis. Then, with expansions
v = e′b v′b and ω = ω′a e′a∗ in terms of the new bases,

ω(v) = ωa va = ω′a v′a,

that is, not only the value but also the algebraic form of the canonical pairing in terms of
components is preserved.

This introduction of the dual space is expressed in a manner suggestive of an extension
of the matrix notation associated with V to embrace the dual space V∗ as well. Apply the
algebraic adjoint relation of Equation (A7) to elements of a basis of V and of its dual basis
of V∗:

(Q∗(e
i
∗))(ej) = ei

∗(Q(ej)).
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Expanding the transformed basis elements in terms of the original bases as Q(ej) = eb Qb
j

and Q∗(e
i
∗) = (Q∗)i

a ea
∗, this equation yields (Q∗)i

j = Qi
j. That is, the same coefficients ap-

pear in the transformations of a vector basis and a covector basis, but with the summations
performed over opposite indices: in comparison and contrast with Equation (A4) is

e′i∗ = Q∗(e
i
∗) = Qi

a ea
∗.

Thus, in a manner converse or dual to matrix representations associated with V, a natural
extension of the matrix notation to V∗ begins with writing a basis of V∗ as an n-column

B∗ =

e1
∗
...

en
∗

,

and taking ω ∈ R1×n to be the n-row

ω =
[
ω1 . . . ωn

]
collecting the components of a covector ω so that ω = ωa ea

∗ = ωB∗ is given by matrix
multiplication. The covector basis transforms according to B′∗ = QB∗, where the matrix[

Qi
j

]
= Q ∈ GL(n) collects the transformation coefficients. Then, the dual-basis relation

ei
∗(ej) = δi

j reads
B∗ B = 1,

that is, the outer product of the n-column B∗ and the n-row B (with element-by-element
evaluation of basis covectors on basis vectors) yields the n× n identity matrix. The demand
that the dual-basis relationship be preserved under simultaneous transformations P ∈
GL(V) and Q ∈ GL(V∗) reads

1 = B′∗ B
′ = QB∗ BP = QP,

yielding the matrix relation Q = P−1. The simultaneous transformations

B′ = BP,

B′∗ = P−1 B∗
(A8)

of a vector basis and its dual covector basis will be adopted henceforth. For the covector
ω ∈ V∗ represented by the n-row ω relative to basis B∗, or by ω′ relative to basis B′∗ =
P−1 B∗,

ω = ωB∗ = ω
′ B′∗ = ω

′ P−1 B∗,

where P ∈ GL(n) and therefore P−1 ∈ GL(n) as well. This implies

ω = ω′ P−1, (A9)

to be compared and contrasted with Equation (A6) for the transformation of n-columns rep-
resenting vectors. The canonical pairing may be written alternatively as ω(v) = ωB∗ B v =
ω v or ω(v) = ω′ B′∗ B

′ v′ = ω′ v′. This is consistent with using Equations (A6) and (A9)
to write

ω(v) = ω v = ω′ P−1 P v′ = ω′ v′,

which expresses the invariance of the canonical pairing under basis changes directly in
terms of matrix products of n-rows and n-columns, without explicit reference to bases.

A natural isomorphism between V and the space V∗∗ dual to V∗ opens the way to
more general tensors on V. The idea is to reverse the canonical pairing and regard vectors
v ∈ V as linear forms on covectors ω ∈ V∗:



Symmetry 2024, 16, 214 60 of 64

v(ω) = va ea(eb
∗)ωb = va ωa = ωa va = ω(v),

with ei(e
j
∗) = δ

j
i expressing the dual-basis relationship in reverse. In matrix notation,

v(ω) = (B v)T (ωB∗)
T = vT(B∗ B)

T
ω

T = vT
ω

T.

Furthermore,
v(ω) = vT

ω
T = (ω v)T = ω v = ω(v).

A tensor on V of type (r, s) is a multilinear function that accepts r covectors and s vectors
as arguments and returns a real number; it is expressed in terms of basis elements that are
tensor products of r factors of ei and s factors of ej

∗. In particular, a vector v ∈ V is a (1, 0)
tensor, and a covector ω ∈ V∗ is a (0, 1) tensor.

Matrix representations readily accommodate the various possible linear tensors of
degree two. For instance, the tensors F = Fab ea

∗ ⊗ eb
∗, L = La

b ea ⊗ eb
∗, and T = Tab ea ⊗ eb

are of respective types (0, 2), (1, 1), and (2, 0), with components Fij = F(ei, ej), Li
j =

L(ei
∗, ej), and Tij = T(ei

∗, ej
∗). They can be expressed in terms of the vector basis n-row B,

the dual covector basis n-column B∗, and their matrix transposes as

F = [ea
∗]

T[Fab]
[
eb
∗

]
= BT

∗ FB∗,

L = [ea][La
b]
[
eb
∗

]
= B LB∗,

T = [ea]
[

Tab
]
[eb]

T = BTBT

where element-by-element tensor products of basis elements are understood, and the n× n
matrices F =

[
Fij

]
, L =

[
Li

j
]
, and T =

[
Tij], all elements of Rn×n, collect the respective

tensor components. One sees immediately that these matrices transform as

F = P−T F′ P−1,

L = PL′ P−1,

T = PT′ PT

under the basis changes of Equation (A8), where P−T =
(
P−1)T

=
(
PT)−1. As seen above

with the evaluation of covectors on vectors and vice versa, the evaluation of tensors of
degree two on their vector and covector arguments becomes a matter of matrix multiplica-
tion. Let u, v ∈ V, with u, v ∈ Rn×1 the n-columns collecting their components with respect
to basis B. Let ψ, ω ∈ V∗, with ψ,ω ∈ R1×n the n-rows collecting their components with
respect to dual basis B∗. Then, for example

F(u, v) = (B u)T
(
BT
∗ FB∗

)
(B v)

= uT(B∗ B)
TF(B∗ B)v

= uT F v,

and similarly

L(ω, v) = ω L v,

T(ω, ψ) = ωTψT,

these last expressions bypassing explicit reference to bases.
When the ‘tensor slots’ in question are unambiguous, an infix dot operator (·) between

two tensors will denote tensor evaluation, or contraction, via a natural ‘pairing between
lower and upper indices’. Examples with tensors from the previous paragraph include
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ω(v) = ω · v and F(u, v) = u · F · v. This provides an additional notational link between
coordinate-free and matrix notations. In this work, the dot operator will never denote a
scalar product, if such exists, between two vectors; such will always be expressed explicitly
in terms of the metric tensor defining the scalar product.

Appendix A.3. An Affine Space as a Differentiable Manifold

Finally, note that an affine space A can be regarded as a differentiable manifold,
with the one-to-one correspondence x ↔ (x1, . . . , xn) between A and Rn established by
Equation (A2) constituting an atlas with a single global chart (global coordinate system).
While innumerable other (collections of) coordinate systems are available via the maximal
atlas, the ones of the type given by Equation (A2) in terms of the affine structure of A are
special. This is because the coordinate curves of coordinate xi, parametrized by xi itself
and characterized by constant xj for j ̸= i, are straight lines in A: because of Equation (A2),
at every point x ∈ A the coordinate basis (∂/∂x1, . . . , ∂/∂xn) of the tangent space Tx(A) is
equal to the single basis (e1, . . . , en) of the vector space V underlying A itself. The coordinate
basis vectors not varying between the tangent spaces at neighboring points, the connection
∇ defining a covariant derivative is trivial, with vanishing connection coefficients (It might
be said that, rather than independent isomorphisms between Tx(A) and Rn for each point
x ∈ A as would be the case for arbitrary charts on arbitrary differentiable manifolds, for
these global charts on an affine space regarded as a differentiable manifold, the tangent
spaces Tx(A) and V are all related to Rn by the same isomorphism, such that in effect they
can be simultaneously identified with Rn and therefore with each other. In mathematical
terms, the tangent bundle T(A) is ‘parallelizable’: it is a ‘trivial bundle’, expressed not just
locally but globally as the Cartesian product A×V). Thus, even without a (pseudo-)metric
and therefore not a (pseudo-)Riemann manifold, already by virtue of its affine structure, A
naturally possesses a connection ∇—normally called an ‘affine connection’ for presumably
understandable historical reasons that apparently here come full circle—and may be said
to have vanishing curvature, and to be flat.

A tensor field of type (r, s) on A is a differentiable mapping that assigns to each point
x ∈ A a tensor on V of type (r, s). On occasion there may be a slippage of precision in
which the distinction between a tensor on V and a corresponding tensor field on A is not
carefully maintained, but in general, this causes no mischief.

When additional structure on A defines a preferred class of bases of V, any such basis
providing the same normalization, one can define a volume form ε, an alternating form
of top degree (an n-form). Let the basis B =

[
e1 . . . en

]
be an instance of the preferred

class. For a tensor of degree n on the n-dimensional vector space V, the specification

ε(e1, . . . , en) = 1 (A10)

completely defines the tensor because of the total antisymmetry. Expanded in terms of the
dual of the preferred basis,

ε = εa1 ...an ea1∗ ⊗ · · · ⊗ ean
∗ ,

or, in terms of the wedge product (antisymmetrized tensor product),

ε = ε0...n e0
∗ ∧ · · · ∧ en

∗

=
1
n!

εa1 ...an ea1∗ ∧ · · · ∧ ean
∗ .

With respect to this preferred dual basis, the components are

εa1 ...an = [a1 . . . an],

with the expression in brackets being the alternating (permutation) symbol of degree n.
Given a more general basis B′ = BP of the same orientation (detP > 0),
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ε(e′1, . . . , e′n) = detP, (A11)

and the components become

ε′a1 ...an = detP [a1 . . . an].

A volume form ε is normally introduced in connection with a metric and called the ‘Levi–
Civita tensor’; in this case, the preferred class of bases is typically taken to be orthonormal
with respect to the metric. Note, however, that a suitable preferred class of bases, however
it arises, is sufficient to define ε, even in the absence of a metric.

While an affine space possesses a connection, in this paper exterior differentiation of
alternating form fields will mostly suffice. An alternating form field of degree p, or p-form,
is a completely antisymmetric tensor field of type (0, p). Let (e1

∗, . . . , en
∗) = (dx1, . . . , dxn)

be the 1-form basis dual to the coordinate basis (e1, . . . , en) = (∂/∂x1, . . . , ∂/∂xn). A p-form
F can be expanded as

F = ∑
a1<···<ap

Fa1 ...ap ea1∗ ∧ · · · ∧ e
ap
∗

= F
⇁
A eA∗ ,

where the second equality defines a multi-index notation. The exterior derivative of F is a
(p + 1)-form whose components are ordinary partial derivatives of the components of F:

dF =
n

∑
b=1

∑
a1<···<ap

∂

∂xb Fa1 ...ap eb
∗ ∧ ea1∗ ∧ · · · ∧ e

ap
∗

=
∂

∂xb F
⇁
A eb
∗ ∧ eA∗ .

The exterior derivative satisfies d dF = 0 or d2 = 0 thanks to the symmetry of mixed partial
derivatives. The exterior derivative operator can be written symbolically as

d = ea
∗ ∧

∂

∂xa , (A12)

where the partial derivative acts only on the components and the wedge product with ea
∗

passes through. Given a volume form ε and a vector field U, the expression

d(U · ε) = (∇ ·U) ε (A13)

defines ∇ ·U, the divergence of U.
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