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Abstract: To effectively suppress the effects of uncertainties including unmodeled dynamics and
external disturbances in the vehicle stabilization system, a nonlinear robust control strategy based on
a multilayer neural network is proposed in this paper. First, the mechanical and electrical coupling
dynamics model of the vehicle stabilization system, considering model uncertainty and actuator
dynamics, is refined. Second, the lumped uncertainty of the vehicle stabilization system is estimated
by a multi-layer neural network and compensated by feedforward control. The high robustness of
the system is ensured by constructing the sliding mode feedback control law. The proposed control
method overcomes the limitations of sliding mode technology and the neural network and is naturally
applied to the vehicle stabilization system, avoiding the adverse effects of high-gain feedback. Based
on Lyapunov theory, it is demonstrated that the proposed controller is able to achieve the desired
stability tracking performance. Finally, the effectiveness of the proposed control strategy is verified
by co-simulation and comparative experiments.

Keywords: vehicle stabilization system; sliding mode control; neural network; robust control;
lumped uncertainty

1. Introduction

The vehicle stabilization system studied in this paper is a core component for reducing
tank gun barrel jitter and improving tank aiming accuracy [1]. It ensures the precise
pointing motion of the tank gun in the vertical direction by tracking the target commands
given by the fire control system in real time [2]. In the traditional tank vehicle stabilization
system, the actuator of the tank gun is a hydraulic cylinder, which inevitably suffers from
the defects of running, dripping, and leaking, and there is a torque transfer hysteresis, which
makes it difficult to further improve the tracking performance and stabilization accuracy of
the tank gun in a high-mobility environment [3,4]. Therefore, the new generation of tank
vehicle stabilization systems fully replaces the traditional actuator hydraulic cylinder of
the tank gun by an electric cylinder. In the process of analytical dynamics modeling of the
tank vehicle stabilization system, the state-space equation has been completely changed,
although the hydraulic transmission characteristics are not considered [5]. Under the high-
mobility driving environment of tanks, the coupling, nonlinearity and uncertainty of the
vehicle stabilization system are more prominent, and it is difficult to establish high-accuracy
analytical dynamics equations and design high-performance control strategies [6,7].

In order to further improve the control performance of the vehicle stabilization system
under the high-speed driving environment of tanks and ensure the motion-to-motion
striking accuracy of the tank gun, researchers have been focusing on the fine dynamic
modeling and nonlinear robust controller design of the system. The mechatronic dynamics
model of the tank vehicle stabilization system is developed, but the effects of unmodeled
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disturbances and other uncertainties of the system are neglected [8]. The coupling, nonlin-
earity, and uncertainty of the tank vehicle stabilization system are considered in [9], but the
essence of its dynamic modeling is only its mechanical dynamic modeling, without consid-
ering the electrical dynamic modeling of the actuator, which does not conform to the actual
driving mechanism of the vehicle stabilization system. A comprehensive mathematical dy-
namics equation for the tank vehicle stabilization system is effectively demonstrated in [10].
However, it neglects the mechanism’s nonlinearity in the linear actuator driving process.
Specifically, the angular transition relationship between the linear motion of the linear
actuator and the rotational motion of the tank gun is unclear. For this reason, this paper
first expects to lay the model’s foundation for subsequent research of control methods by
accurately establishing an integrated dynamics model that considers the electromechanical
coupling dynamics of the vehicle’s stabilization system, the nonlinearities in the mechanism
of the linear actuator and the aggregate uncertainty of the system.

In terms of the expansion of control methods, the traditional research on tank vehicle
stabilization control technology is mainly limited to the firing accuracy of the tank gun
between low-speed travel and a stationary state. Therefore, when designing the controller,
the controlled system is generally simplified as a linear system, and PID [11,12] or LQR
control [13,14] is selected. However, in the new generation of tanks, the requirement of fir-
ing while traveling at high speed has been proposed to improve combat capabilities. Since
the uncertainty of the system is time-varying (and may be fast), more suitable controllers
need to be designed for such strongly nonlinear control systems. In the literature [15], the
design process of two robust H∞ control architectures for a gun-launched micro aerial
vehicle is presented. The process starts with the development of a nonlinear dynamic
model reflecting the important elements. This model is then linearized around hover and
used for the design of static output feedback H∞ controllers for position and orientation
control. However, there is a significant amount of nonlinearity in the vehicle stabilization
system. The use of linear controllers that are not model-based will result in an increased
computational burden and increased delay. It further causes the signal response of the
control system to lag and does not meet the control requirements of the system well. With
the continuous development of modern control theory, various nonlinear robust control
methods are gradually applied to tank vehicle stabilization systems [16]. Chen et al. devel-
oped an adaptive controller to achieve asymptotic tracking for tank vehicle stabilization
systems [17]. Unfortunately, if there is unmodeled uncertainty in the vehicle stabilization
system, the adaptive control is prone to destabilization and cannot guarantee the stability
of the system. In the literature [18,19], the combination of adaptive control and deter-
ministic robust control is perfectly applied to the tank vehicle stabilization system, which
ensures that the system theoretically achieves bounded stability even if there are various
uncertainties and improves the robustness of the controller. Inspired by adaptive robust
control, Ma et al. proposed an adaptive robust control based on the constraint-following
method for tracking a moving tank target [20,21]. The controller adopts the concept of
constraint-following, which uses the time-varying pointing angle as a constraint to adjust
the barrel from the initial position to the target position. In addition, the adaptive rate can
compensate the error term in the control process and improve the stability of the system
around the ideal tracking angle. To further deal with the uncertainties in tank vehicle stabi-
lization systems, extended state observers [22,23] and time-delay estimation techniques [24]
have also been applied to the precise pointing motion of tank guns. In [22,23], the design
of the disturbance observer is used to estimate and compensate the mechanical dynamic
uncertainty of the vehicle stabilization system, which is an effective way to reduce the
influence of friction nonlinearity and structural flexibility of the mechanical system to
a certain extent. According to [24], the complex modeling of the mechanical dynamics
of the system is avoided by the time-delay estimation technique, the system’s lumped
uncertainty is estimated, and the finite-time stabilization of the tank vehicle stabilization
system is obtained by incorporating sliding mode control. The above control methods
promote further improvement in control performance of vehicle stabilization systems and
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are effective treatments for uncertainty in vehicle stabilization systems. However, they all
treat the uncertainty of the system by lumped disturbance and inevitably have the influence
of high-gain feedback; it is easy to stimulate the unmodeled high-frequency dynamics of
the tank vehicle stabilization system in high-mobility environments, affecting the stability
accuracy of the tank gun.

Due to the complexity of tank vehicle stabilization systems, it is necessary to design a
high-performance control strategy, which can not only effectively estimate the unmodeled
dynamics and various uncertainties of the system, but also ensure high robustness in
environments requiring complex maneuvering. In recent years, with the development of
learning control and numerical technology, the concept of intelligent learning control has
received wide attention, forming the apex of neural network (NN) development. NNs
are highly robust and fault-tolerant [25] and are capable of processing data in parallel.
Therefore, the calculation time is greatly reduced, which is suitable for the uncertainty
suppression of tank vehicle stabilization systems. In [26], based on the approximation
performance of a neural network, adaptive control strategy and a neural network are
combined to compensate the uncertainty of a tank vehicle stabilization system. Although
this method can obtain an ideal asymptotic tracking effect, it does not consider its electrical
dynamics and only estimates the mechanical uncertainty of the system. Meanwhile, the
mathematical simulation presented in [26] cannot model road excitation, and it is difficult to
truly reproduce the impact of strong impact interference during vehicle movement. Another
advantage of neural networks is the fact that they can be used as black box estimators [27].
Its self-learning, self-organization, and self-adaptability allow it to handle unknown models,
such as those exhibiting nonlinear relationships in complex systems [28]. The excellent
approximation performance of neural networks in system nonlinearities and uncertainties
has led to their wide application, facilitating improvements in the tracking performance of
systems such as automobile engines and hydraulic actuators [29]. With the more stringent
requirements of modern warfare on the high-precision shooting of tank guns, intelligent
control algorithms represented by neural networks are gradually being applied to the tank
vehicle stabilization system. Aiming to resolve issues in trajectory tracking in the tank
vehicle stabilization systems, reference [30] proposes an iterative learning control scheme
of error tracking based on neural networks, and numerical experiments demonstrate its
effectiveness. This further inspires this paper to combine neural networks with nonlinear
robust control and make use of the approximation ability of neural networks owing to its
arbitrary nonlinear characteristics, in order to explore the high-performance control of tank
vehicle stabilization systems exhibiting coupling, nonlinearity, and uncertainty. Therefore,
this paper applies the neural network method and the sliding mode control strategy to
the tank vehicle stabilization system. The uncertainty and nonlinearity of the system are
estimated by multi-layer neural network and compensated by feedforward control. The
sliding mode feedback control law is used to ensure the robustness of the system. Under the
guidance of this control concept, the tracking accuracy of the vehicle stabilization system is
expected to be further improved.

Inspired by the above, this paper first establishes a high-precision electromechanical
coupling dynamic model with uncertainty based on the potential energy and kinetic energy
of the vehicle stabilization system. The modeling process analyzes the nonlinearity in the
mechanism of the linear actuator that converts linear motion into rotary motion in the
tank gun. Second, the intelligent learning control method is introduced into the vehicle
stabilization system. A three-layer neural network is used to approximate the unmodeled
disturbance and unknown dynamics of the system. The sliding mode feedback control law
is constructed to ensure the robustness of the controller design and enhance engineering
applicability. On this basis, through the stability analysis of the Lyapunov function, it is
proved that the proposed sliding mode robust controller based on neural network compen-
sation can obtain favorable stable tracking performance even with various uncertainties.
Finally, the multi-body dynamics model and the semi-physical simulation model of the
vehicle stabilization system are established to fully simulate various uncertainties in the
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high-mobility environments faced by tanks. The effectiveness of the proposed control
method is verified by a large number of co-simulation and comparative experiments.

2. System Description and Model Establishment

The tank vehicle stabilization system is key in ensuring accurate tracking and stable
aim of the tank gun in high-speed-driving environments. Improving the pointing accuracy
of tank guns is the core problem discussed in this paper. Tanks have special characteristics
that are different from those of general mechanical systems. They have very strict require-
ments on their controllers, which need to have extremely high robustness and extremely
fast tracking accuracy. It is necessary not only to perfect the control theory, but also to
analyze the dynamic transfer process in detail. In order to ensure the effectiveness of model-
based control strategy design, this paper first analyzes the dynamic characteristics of the
vehicle stabilization system under strong disturbance and establishes the electromechanical
coupling dynamic model of tank vehicle stabilization systems with uncertainty.

Remark 1. In the vehicle stabilization systems of real-world tanks, uncertainties including pa-
rameter uncertainties and uncertain nonlinearities embodied in the vertical direction are far more
complex than those in the horizontal direction, including gaps, couplings, etc. This paper is based on
the study of the tank vehicle stabilization system in the pitch direction, with its horizontal direction
kept locked. A mechatronic modeling and controller design study for the pitch direction of the tank
vehicle stabilization system is conducted, while the horizontal direction is kept in the locked state.
These works are sufficient to contribute to the improvement in the pointing accuracy of real-world
tanks and have important research and engineering value.

The tank vehicle stabilization system considered in this paper is presented in Figure 1,
which clearly provides the structural components and geometric arrangement of the system.
For the convenience of the potential energy description, we define the zero-degree pointing
angle as the zero-potential energy position of the tank vehicle stabilization system, and
notably, this is also the initial position. The symbols involved in Figure 1 are explained as
follows. The length from the rotation center of the trunnion to the upper pivot point of the
electrical cylinder is L1, and the length to the lower pivot point of the electrical cylinder
is L2. The initial length of the electrical cylinder is L0. The initial angle of the electrical
cylinder is the acute angle α between L1 and L2. q is the angular displacement of the tank
gun barrel. ∆L is the extension length of the electrical cylinder.
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Thus, the potential and kinetic energy of the tank vehicle stabilization system can be
obtained as

E = mD2 .
q2/6

P = mgD sin q/2
(1)

where m is the total mass, D is the distance from the gravity center to the rotation center,
and g denotes the gravity acceleration of the tank vehicle stabilization system.

According to the kinetic function characterization of the Lagrange, there is

K = E − P (2)

Then according to Equation (2), the Euler-Lagrange equation can be obtained as

d
dt

· ∂K
∂

.
q
− ∂K

∂q
= M (3)

where M denotes the driving torque that drives the tank vehicle stabilization system around
the rotation center. Combined with Equation (1), one obtains

M =
1
3

mD2 ..
q +

1
2

mgD cos q + d(t) (4)

where d(t) is the total uncertainty term, containing the uncertain nonlinearities, parametric
nonlinearities, kinetic modeling errors, and unmodeled terms.

The whole vertical direction of the tank vehicle stabilization system is driven and
controlled by a linear actuator. Specifically, the electric cylinder is used as the linear actuator
in the vehicle stabilization system. The electric cylinder includes a permanent magnet
synchronous motor (PMSM), reducer, and roller screw; its transmission principle can be
expressed as Figure 2. Therefore, the dynamic balance equation inside the linear actuator is
stated as 

Ja
..
θa + Ba

.
θa + Tav = Ta

Ta = kaua

Jv
..
θa + Bv

.
θa + Tbv = Tav

Tbv = Sl(2πN)−1Fe

(5)

where θa,
.
θa and

..
θa denote the angular displacement, angular velocity, and angular acceler-

ation of the linear actuator motor rotor. Ja is the moment of inertia of the linear actuator
motor, Ba is the coefficient of friction of the linear actuator motor, Ta is the electromagnetic
torque of the linear actuator motor, ka is the torque coefficient of the linear actuator motor,
ua is the control input of the linear actuator motor, Tav is the output torque of the linear
actuator motor, Tbv is the output torque of the linear actuator through the reducer, Jv is the
moment of inertia of the actuator, Bv is the friction coefficient of the actuator, Sl is the lead
of the screw, Fe is the output force of the linear actuator, and N is the ratio of the reducer.
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To simplify the arithmetic process, define the equivalent moment of inertia
Jequ ≜ Ja + Jv, the equivalent friction coefficient Bequ ≜ Ba + Bv, and the transmission
coefficient A ≜ Sl(2πN)−1. From this, Equation (5) can be rewritten as

Jequ
..
θa + Bequ

.
θa + AFe = kaua (6)

According to the cosine theorem, it is observed that in Figure 2, in the triangle formed
by the upper and lower pivot points of the linear actuator and the rotation center of the
tank vehicle stabilization system, the following exists:

∆L =
(

L2
1 + L2

2 − 2L1L2 cos α
)1/2 − L0

=
(

L2
1 + L2

2 − 2L1L2 cos(q + α0)
)1/2 − L0

(7)

The electric cylinder rotor angular displacement θa and the extension length of the
linear actuator ∆L are related as θa = A−1∆L. The ideal relationship between θa and q can
be obtained as

θa = A−1
[(

L2
1 + L2

2 − 2L1L2 cos(q + α0)
)1/2

− L0

]
(8)

Taking the first- and second-order derivatives regarding time for θa, the angular
velocity

.
θa and angular acceleration

..
θa of the rotor of the linear actuator can be obtained as

.
θa =

La Ld sin(q+α0)
.
q

A(L2
a+L2

d−2La Ld cos(q+α0))
1/2

..
θa =

La Ld cos(q+α0)
.
q2
+La Ld sin(q+α0)

..
q

A(L2
a+L2

d−2La Ld cos(q+α0))
1/2

− L2
a L2

d sin2(q+α0)
2 .
q

A(L2
a+L2

d−2La Ld cos(q+α0))
3/2

(9)

The dynamic balancing equation for the tank vehicle stabilization system is given as

M − FeLd sin(q + α0) = 0 (10)

Combining Equations (4), (6), and (10) yields

ua =
(L2

1+L2
2−2L1L2 cos(q+α0))

1/2

AL1L2 sin(q+α0)ka

[
1
3 mD2 +

A2L2
1L2

2 Jequ sin2(q+α0)

L2
1+L2

2−2L1L2 cos(q+α0)

]
..
q

+
AL1L2 Jequ

ka(L2
1+L2

2−2L1L2 cos(q+α0))
1/2

[
sin(q + α0) + cos(q + α0)

.
q

− L1L2 sin2(q+α0)

L2
1+L2

2−2L1L2 cos(q+α0)

.
q
]

.
q

+
(L2

1+L2
2−2L1L2 cos(q+α0))

1/2
mgD cos q

2ka AL1L2 sin(q+α0)

+
(L2

1+L2
2−2L1L2cos(q+α0))

1/2

AL1L2 sin(q+α0)ka
d(t)

(11)
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According to Equation (11), the final kinetic equation established in this part is

A(q)
..
q + B

(
q,

.
q
) .
q + C(q) + d′(t) = ua (12)

where A(q), B
(
q,

.
q
)
, C(q), and d′(t) are defined as

A(q) = (L2
1+L2

d−2L1L2 cos(q+α0))
1/2

AL1L2 sin(q+α0)ka

[
1
3 mD2 +

A2L2
1L2

2 Jequ sin2(q+α0)

L2
1+L2

2−2L1L2 cos(q+α0)

]
,

B
(
q,

.
q
)
=

AL1L2 Jequ

ka(L2
1+L2

2−2L1L2 cos(q+α0))
1/2 ·[

sin(q + α0) + cos(q + α0)
.
q − L1L2 sin2(q+α0)

L2
1+L2

2−2L1L2 cos(q+α0)

.
q
]

,

C(q) = (L2
1+L2

2−2L1L2 cos(q+α0))
1/2

mgD cos q
2ka AL1L2 sin(q+α0)

,

d′(t) = (L2
1+L2

2−2L1L2cos(q+α0))
1/2

AL1L2 sin(q+α0)ka
d(t).

(13)

3. Controller Design

The control objective of this paper is to design the control input ua such that the actual
motion trajectory q of the vehicle stabilization system tracks the desired trajectory qd and to
ensure that all signals of the system are bounded. To facilitate the design of the controller,
the following reasonable assumptions are given in this paper:

Assumption 1. The reference instruction qd of the tank vehicle stabilization system given in this
paper is second-order continuously differentiable, and the first and second derivatives are bounded.

Assumption 2. The modeling errors and the unmodeled term of the tank vehicle stabilization system
are continuous and bounded, and its first and second derivatives are also continuous and bounded.

3.1. Sliding Mode Strategy

In this section, in order to ensure the effectiveness of the proposed nonlinear ro-
bust controller, a model-based sliding mode control strategy is designed for the vehicle
stabilization system.

In the first step, the error variable e is defined as the deviation of the desired angular
displacement qd from the actual angular displacement q, that is,

e = qd − q (14)

The sliding mode function is chosen as

s =
.
e + ce = 0 (15)

where c > 0 is a design parameter. The sliding mode dynamic properties ensure the
stability of the system and the convergence of the states to the equilibrium state e = 0.
Combining Equation (14) and derivatizing for s yields

s =
.
qd − .

q + ce
.
s =

..
qd − ..

q + c
.
e

(16)

Combining Equations (12) and (16), one obtains

.
s =

..
qd + c

.
e + A−1(−ua + B

.
q + C + d′

)
=

..
qd + c

.
e + A−1[−ua + B

( .
qd + ce − s

)
+ C + d′

]
= A−1(−Bs − u + d′ + f )

(17)

where f = A
( ..
qd + c

.
e
)
+ B

( .
q + ce

)
+ C.
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The sliding mode control has the advantages of fast response and insensitivity to
disturbances. However, due to its own characteristics, sliding mode control has the phe-
nomenon of jitter, and this phenomenon cannot be eliminated by the control system. By
choosing a suitable convergence law, it is possible to achieve a faster convergence to zero
with the same control jitter or to reduce the jitter with the same convergence speed.

In order to cut down the jitter, this paper adopts the sliding mode function based on
the exponential convergence law for

.
s = −εsgn(s)− γs (18)

where ε > 0, k > 0, sgn(·) is the sign function, −ks is the exponential convergence term,
and −εsgn(s) is an isochronous convergence term that can be used to reduce jitter. Here, the
larger k is, the faster −εsgn(s) converges to the sliding mode surface. Therefore, increasing
k and decreasing ε ensures fast convergence while reducing jitter.

3.2. Neural Network Estimation

The neural networks play a crucial role in control systems due to their powerful
function approximation capabilities. Considering their ability to approximate general
functions effectively, neural networks are well-suited for modeling and controlling complex
dynamic systems with smooth nonlinear characteristics. By appropriately adjusting the
weight parameters within three or more layers of neural networks, almost any smooth
nonlinear function can be accurately approximated. This flexibility and adaptability make
neural networks a valuable tool in the design and implementation of advanced control
strategies, enabling the control system to effectively handle a wide range of nonlinearities
and uncertainties in real-world applications. The three-layer neural network can be used to
approximate the nonlinear functions f and obtain

f (xu) = WTσ(xu) + bapprox(xu) (19)

where xu = [1, x1, x2, ua]
T is the neural network input, W ∈ RH+1 is the ideal weight

corresponding to the hidden layer to the output layer, σ(·) is the activation functions of the
neural network, and bapprox(·) is the approximation error of the neural network. It is worth
noting that the approximation error bapprox(xu) of the neural network and its derivatives
are bounded, i.e., they are ∣∣bapprox(xu)

∣∣ ≤ ϑ1,
∣∣∣ .
bapprox(xu)

∣∣∣ ≤ ϑ2 (20)

where ϑ1 and ϑ2 are known positive constants.
The biased neural network built above can be represented as shown in Figure 3.
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ˆ
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i i i

i iW

i i i

W W
proj

W W

 = >


= 
 = <


 

  

(22)

where Ŵ  is the estimate of the ideal weight W  of the neural network. The weight esti-
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f̂ is defined as the estimate of f with

f̂ (xu) =
^

W
T

σ(xu) (21)

To ensure the stability of the adaptive law of neural network weights, the following
discontinuous mapping is defined based on a bounded range of ideal weights:

projŴi
(·i) =


0 Ŵi = Ŵimax and ·i > 0
·i other
0 Ŵi = Ŵimin and ·i < 0

(22)

where
^

W is the estimate of the ideal weight W of the neural network. The weight estimation

error
~

W is defined as
~

W = W −
^

W. (23)

To realize the adaptive approximation, the following neural network adaptive law
is defined: .

^
W = projŴi

(Γτ), Wmin ≤
^

W(0) ≤ Wmax (24)

where Γ is a positive definite diagonal matrix. For any adaptive rate τ, the discontinuous
mapping makes the following equation hold:

^
W ∈ Ω ^

W

^
W : Wmin ≤

^
W ≤ Wmax

~
W

T
[

Γ−1 proj ^
Wi

(Γτ)− τ

]
≤ 0 ∀τ

(25)

In this paper, τ = σ(xu)sT is taken to guarantee the bounded stability of the final
controller. Bringing Equation (24) into Equation (17) yields

.
s = A−1

(
−u + f̂ − Bs + d′

)
(26)

Combining Equation (26) and Equation (18), the control input ua of the tank vehicle
stabilization is given as

ua = A(εsgn(s) + γs)− Bs + f̂ − v (27)

Here v is the sliding mode robust term that forces the system to fluctuate near the
sliding mode surface after first reaching the equilibrium point at s = 0, avoiding leaving
the sliding mode surface due to the presence of the disturbance term d′. Its preliminary
design is as

v = −
(
εN + d′N

)
sgn(s) (28)

where εN and d′N are design parameters which are well-designed to guarantee the asymp-
totic capability of the proposed controller.

Due to the discontinuity of the sign function y = sgn(x) at the origin, there is a
phenomenon of oscillation when the system state reaches the equilibrium point. The
oscillation phenomenon can cause a lot of harmful effects in applications, such as extra
energy consumption and heat generation. Therefore, the robust term must be refined, and
the key to refinement lies in changing the continuity of the robust term at the origin. Hence,
the function y = tanh(x/ξ) is introduced as

tanh(x/ξ) =
ex/ξ − e−x/ξ

ex/ξ+e−x/ξ
(29)
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where 0 < ξ ≤ 1 is a design parameter. The correspondence of this function with y = sgn(x)
at the origin is shown in Figure 4. It can be seen that the function is significantly improved
in terms of continuity and smoothness at the origin compared to y = sgn(x).
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Therefore, the sliding mode robust term v is redesigned as

v = −
(
εN + d′N

)
tanh(x/ξ) (30)

3.3. Stability Analysis

The Lyapunov function can be selected as

L =
1
2

sT As +
1
2

tr
(

~
W

T
Γ−1 ~

W
)

(31)

Taking the derivative for VL and combining Equation (26), we obtain

.
L = sT A

.
s + 1

2 sT
.
As + tr

(
~

W
T

Γ−1
.
~

W

)
≤ sT A(−εsgn(s)− γs) + sT(ε + v + d)

+
~

W
T

σsT + tr

(
~

W
T

Γ−1
.
~

W

) (32)

Lemma 1. From related knowledge of linear algebra, when both a and b are n-dimensional
column vectors, their trace operations have the following properties:

tr
(

aTb
)
= baT (33)

According to Lemma 1, one obtains

.
L = sT A(−εsgn(s)− γs) + sT(ε + v + d′)

+
~

W
T

σsT + Γ−1
.
~

W
~

W
T

= sT A(−εsgn(s)− γs) + sT(ε + v + d′)

+tr

[
~

W
T
(

σsT + Γ−1
.
~

W

)]
≤ sT(ε + v + d′)

(34)

Considering the definition of the robust term v in Equation (28), it is only necessary
that the design parameters satisfy that, at any moment, εN + d′N ≥ ε + d′, then

.
L < 0. Since
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L is positive definite, the tank vehicle stabilization system can achieve asymptotic stability
performance. At this point, the proof of stability for the presented controller is completed.

4. Co-Simulation Verification
4.1. Co-Imulation Principle

This part validates the proposed control algorithm utilizing co-simulation. The road-
way is modeled with different grades of roughness according to ISO standards [31]. The
main structure of the tank is analyzed and the multi-body dynamics of the tank is modeled
in RecurDyn software (version V9R2). Meanwhile, the comparison controllers are built in
MATLAB/Simulink (version R2023b). The Sensor function in RecurDyn can be utilized to
read the motion data of the gun muzzle in real time and send it back to the controller in
MATLAB/Simulink. The control system in MATLAB/Simulink outputs the PMSM control
voltage of the vehicle stabilization system in real time, thus realizing the co-simulation of
the closed-loop process. The principle of the co-simulation is illustrated in Figure 5.
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4.2. Model Development
4.2.1. The Establishment of Pavement Spectrum

The primary factor causing the tank vehicle stabilization system to fluctuate in the
vertical direction is pavement excitation. As the tank moves, pavement excitation will be
transmitted to the hull, turret, and barrel via the tracks and suspension system. This will
lead to forcing vibration at the barrel, which affects the projectile attitude as it leaves the
muzzle, thus reducing strike accuracy.

The signal of pavement roughness is a stationary Gaussian process. The power
spectral density typically describes its statistical characteristics. According to pavement
surface profile classification, the power spectral density of pavement roughness [32] can be
calculated as

Gq(n) = Gq(n0)

(
n
n0

)−w
(35)

where n = 1/λ is the spatial frequency and λ is the wavelength; n0 is the reference
spatial frequency; Gq(n0) is the pavement unevenness coefficient, which characterizes
the pavement power spectral density value at the reference spatial frequency n0; and w
is the frequency index, which is the slope of the slope line on the double logarithmic
coordinate. The frequency composition of the pavement power spectral density defines the
classification of pavement roughness into eight grades, denoted as A through H, based on
the characteristics observed in the pavement power density spectrum.

Dividing the pavement spatial frequency f ( f1 < f < f2) into N intervals and taking the
power spectral density value Gq( fi) corresponding to the central frequency fi(i = 1, 2, . . . , N)
of each interval as an approximate substitute for the value of the entire interval range ∆n, the
pavement roughness [7,8] can be written as

q(x) =
N

∑
i=1

{√
2Ai · sin[2π(nix + αi)]

}
(36)
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where the x direction is the direction along the pavement surface, αi is the random num-
ber uniformly distributed in [0, 1], and Ai is the vibration amplitude of the harmonic
corresponding to the central frequency fi, denoted as

Ai =
√

Gq( fi) · ∆n (37)

In addition, in the actual moving process, the excitation from the pavement is not the
same on both sides of the tank tracks, and the coherence is be expressed as

γ(n) =
{

e−ρndv n ∈ (n1, n2)
0 n /∈ (n1, n2)

(38)

where dv is the wheelbase, ρ is the empirical value, and n1 and n2 are the upper and lower
limits of the spatial frequency of the roadway, respectively. Since the stochastic phase
angle αRi in the pavement unevenness function is the main cause of the difference in track
excitation between the two sides, depending on Equation (7), the phase angle coherence of
the tracks on both sides under pavement excitation can be written as

αRi =
e−2πdvn1.5

αi +
√

1 − e−2πxn1.5
αn√

1 − e−2πdvn1.5 + e−2πdvn1.5
(39)

where αn is the freshly generated random number within [0, 1].
Combining Equations (36) and (39), the three-dimensional pavement unevenness

stochastic process is written as

q(x, y) =
N

∑
i=1

{√
2Ai · sin

[
2π
(
nix + αy

)]}
(40)

and

αy =
e−2πyn1.5

αi +

√
1 − e−2πyn1.5

αn√
1 − e−2πyn1.5

+ e−2πyn1.5
(41)

where αy is the random phase for the y direction and the y direction is the direction
perpendicular to the pavement.

Using the harmonic superposition method to reconstruct the pavement, a random
generation program of pavement roughness is written based on mathematical tool. E-grade
pavement with a length of 300 m and a width of 10 m are established, and a software-
readable pavement file is created as shown in Figure 6.

Electronics 2024, 13, x FOR PEER REVIEW 13 of 27 
 

 

( ) ( )
( )

1 2

1 2

,
0 ,

vnde n n n
n

n n n

ρ
γ

− ∈=  ∉  
(38)

where vd  is the wheelbase, ρ  is the empirical value, and 1n  and 2n  are the upper and 
lower limits of the spatial frequency of the roadway, respectively. Since the stochastic 
phase angle Riα  in the pavement unevenness function is the main cause of the difference 
in track excitation between the two sides, depending on Equation (7), the phase angle co-
herence of the tracks on both sides under pavement excitation can be written as 

1.5 1.5

1.5 1.5

2 2

R
2 2

1

1

v

v v

d n xn
i n

i
d n d n

e e

e e

π π

π π

α α
α

− −

− −

+ −
=

− +  
(39)

where nα  is the freshly generated random number within [0,1] . 

Combining Equations (36) and (39), the three-dimensional pavement unevenness sto-
chastic process is written as 

( ) ( ){ }
1

, 2 sin 2
N

i i y
i

q x y A n xπ α
=

 = ⋅ + 
 

(40)

and 

1.5 1.5

1.5 1.5

2 2

2 2

1

1

yn yn
i n

y
yn yn

e e

e e

π π

π π

α α
α

− −

− −

+ −
=

− +  
(41)

where yα  is the random phase for the y  direction and the y  direction is the direction 
perpendicular to the pavement. 

Using the harmonic superposition method to reconstruct the pavement, a random 
generation program of pavement roughness is written based on mathematical tool. E-
grade pavement with a length of 300 m and a width of 10 m are established, and a soft-
ware-readable pavement file is created as shown in Figure 6. 

 
Figure 6. E-grade pavement profile in a three-dimensional plot. 

4.2.2. The Multi-Body Dynamics Model of Moving Tanks 
The multi-body dynamics of the tank vehicle stabilization system mainly includes 

five units: the track unit, hull unit, turret unit, elevating unit, and recoil unit. It also in-
volves the constraint connection between assemblies, the establishment of assembly posi-
tioning and pavement contact pairs, and the solution of large-scale complex structure con-
tact problems. 

The assembly and connection relationship mainly considered in this paper are as Fig-
ure 7. 

Figure 6. E-grade pavement profile in a three-dimensional plot.

4.2.2. The Multi-Body Dynamics Model of Moving Tanks

The multi-body dynamics of the tank vehicle stabilization system mainly includes five
units: the track unit, hull unit, turret unit, elevating unit, and recoil unit. It also involves the
constraint connection between assemblies, the establishment of assembly positioning and
pavement contact pairs, and the solution of large-scale complex structure contact problems.
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The assembly and connection relationship mainly considered in this paper are as Figure 7.
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Figure 7. Topological relationship of tanks.

For fully considering contact collision and other uncertain disturbances in the actual
moving tank system, a multi-body dynamics model of the tank system is created in Recur-
Dyn. The primary components considered in tank modeling are those listed in the previous
section, as shown in Figure 8.
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In the software, it is possible to set different initial tank speeds. It is also possible to make
the unevenness of the pavement surface change by changing Gq(n0). This model is used for
simulation, which can initially verify the feasibility and superiority of the proposed controller.

4.3. Co-Simulation Results

In this paper, two cases of simulation experiments are implemented. Case 1 is a fixed
position tracking simulation, and Case 2 is a dynamic position tracking simulation.

The simulation process for Case 1 is as follows. The total simulation duration is set
to 10 s. According to the physical factors of the actual tank gun angle-pointing system,
the maximum angular velocity is no more than 0.436 rad · s−1 and the maximum angular
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acceleration is no more than 0.698 rad · s−2. The desired position command for the angular
displacement of the muzzle is given as x1d = 0.1

(
1 − e−0.5t3

)
, as shown in Figure 9. The

fixed angular displacement is 0.1 rad.

Electronics 2024, 13, x FOR PEER REVIEW 15 of 27 
 

 

acceleration is no more than 0.698 2rad s−⋅ . The desired position command for the angular 

displacement of the muzzle is given as ( )30.5
1d 0.1 1 tx e−= − , as shown in Figure 9. The fixed 

angular displacement is 0.1 rad. 
The simulation process for Case 2 is as follows. To verify the dynamic tracking per-

formance of the proposed controller, given the desired control sinusoidal position com-

mand ( )30.001
1d 0.05 1 sin 0.25tx e tπ−= − . The limits of movement are the same as in Case 1. 

The total simulation duration is set to 40 s, which is shown in Figure 10. 

 
Figure 9. Case 1: desired fixed-position angle command. 

 
Figure 10. Case 2: desired dynamic-position angle command. 

The dynamics model of the moving tank established above is used for simulation 
jointly with different controllers. The driving situation is a tank moving with a speed of 
30 km/h on the E-grade pavement. The pavement parameters, dynamics parameters, and 
motor parameters involved are presented in Table 1. 

Table 1. Major physical parameters within co-simulation. 

Parameters Values Units 
1L  0.440 m  
2L  0.320 m  
0L  0.400 m  
0α  1.07 rad 

m  2048.0 kg  

lS  20 mm 
N  5 - 
equB  1.00 × 10−3 N m s/rad⋅ ⋅  

equJ  0.100 2kg m⋅  

ak  1.95 × 10−1 N m/A⋅  
0n  0.1 -1m  

w  2 - 
( )0qG n  2.048 × 10−3 E-grade  

0 2 4 6 8 10
0.00

0.02

0.04

0.06

0.08

0.10

0.12

D
es

ire
d 

an
gl

e 
q d

 /r
ad

Time/s

0 8 16 24 32 40
-0.06

-0.04

-0.02

0.00

0.02

0.04

0.06

D
es

ire
d 

an
gl

e 
q d

 /r
ad

Time/s

Figure 9. Case 1: desired fixed-position angle command.

The simulation process for Case 2 is as follows. To verify the dynamic tracking
performance of the proposed controller, given the desired control sinusoidal position
command x1d = 0.05

(
1 − e−0.001t3

)
sin 0.25πt. The limits of movement are the same as in

Case 1. The total simulation duration is set to 40 s, which is shown in Figure 10.
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Figure 10. Case 2: desired dynamic-position angle command.

The dynamics model of the moving tank established above is used for simulation
jointly with different controllers. The driving situation is a tank moving with a speed of
30 km/h on the E-grade pavement. The pavement parameters, dynamics parameters, and
motor parameters involved are presented in Table 1.

Table 1. Major physical parameters within co-simulation.

Parameters Values Units

L1 0.440 m
L2 0.320 m
L0 0.400 m
α0 1.07 rad
m 2048.0 kg
Sl 20 mm
N 5 -

Bequ 1.00 × 10−3 N · m · s/rad
Jequ 0.100 kg · m2

ka 1.95 × 10−1 N · m/A
n0 0.1 m−1

w 2 -
Gq(n0) 2.048 × 10−3 E-grade

To clearly demonstrate the effectiveness and superiority of the proposed controller,
two other existing controller strategies are selected for comparison. The three controllers
for the comparison are the following:
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SMCNN: This is the neural network-based sliding mode controller proposed in this
paper. In robust terms, εN = 0.55 and d′N = 1.00. Meanwhile, let c = 0.3. The neural
network weight gain is taken as Γ = 80.The number of hidden layers in both neural
networks is set to 10, while the activation function is taken as the hyperbolic tangent
function, given as

σ(x) = −1 +
2

1 + e−2x (42)

SMC: This is a conventional sliding mode controller that does not use neural networks
for uncertainty compensation. By performing comparisons with SMC, we can verify the
validity of the neural network to estimate the uncertainty of the vehicle stabilization system
and achieve the feedforward compensation. The involved parameters are the same as the
SMCNN described above.

PID: It is a proportional–integral–derivative controller, which is set by three parame-
ters, Kp, Ki, and Kd. The control parameters are chosen as Kp = 1300, Ki = 600, and Kd = 12.
The angle tracking results of the above two cases are shown in Figures 11 and 12.
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Figure 11. Comparison of angular positions for Case 1.

Electronics 2024, 13, x FOR PEER REVIEW 17 of 27 
 

 

The control inputs for the two cases are given in Figures 13 and 14. The control input 
indirectly indicates the control spend of the controller. Lower crests and smaller frequen-
cies result in smaller transient torques of the linear actuator. It can be seen that the pro-
posed SMCNN has the smallest control cost, which has great significance for engineering 
applications. 

 
Figure 11. Comparison of angular positions for Case 1. 

 
Figure 12. Comparison of angular positions for Case 2. 

 
Figure 13. Comparison of control input for Case 1 in co-simulation verification. 

0 2 4 6 8 10
-0.05

0.00

0.05

0.10

0.15

A
ng

ul
ar

 d
isp

la
ce

m
en

t o
f m

uz
zl

e 
q 

(ra
d)

Time(s)

 Expected     SMC
 PID             SMCNN

2 3 4 5 6
0.098
0.099
0.100
0.101
0.102

0.0 0.2 0.4 0.6 0.8
-0.016
-0.008
0.000
0.008

0 10 20 30 40

-0.04

0.00

0.04

0.08
 Expected    SMC 
 PID            SMCNN

A
ng

ul
ar

 d
isp

la
ce

m
en

t o
f m

uz
zl

e 
q 

(ra
d)

Time(s)

5 6 7 8
-0.012

-0.008

-0.004

0.000

0 2 4 6 8 10
-2

0

2

4

6

8

10

Co
nt

ro
l i

np
ut

 u
a (

V
)

Time(s)

 SMCNN
 SMC 
 PID

Figure 12. Comparison of angular positions for Case 2.

By observing the comparison of the control effects in case 1, it can be found that in the
initial motion phase of the vehicle stabilization system, the SMCNN controller proposed in
this paper can obtain a faster convergence speed and better tracking performance compared
with the other two controllers. When the time surpasses 0.9 s, the tracking error of the
SMCNN controller is less than 1% and the vehicle stabilization system reaches a relatively
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stable stage. The time for the PID controller and the traditional SMC controller to reach a
relatively stable stage is 2.6 s and 1.3 s, respectively, which illustrates the effectiveness of
the combination of the sliding mode controller and the neural network controller, as was
the case in this paper, when applied to tank vehicle stabilization systems in high-mobility
environments. The adverse effects of unmodeled perturbations are reduced by the effective
estimation of system uncertainty by neural network, and the design of sliding mode robust
feedback control law improves the robustness of the vehicle stabilization system in complex
environments, which ensures an excellent control effect in the SMCNN control method.
After the control command reaches 0.1 rad, both SMC and PID have different degrees of
deviation, while SMCNN still performs stably.

Through the analysis of case 2, it can be clearly found that the SMCNN controller
proposed in this paper has better dynamic tracking effect than the traditional sliding mode
SMC controller and PID controller. It lays a foundation for the vehicle stabilization system
to achieve movement-by-movement attack by tank guns during their operation. As can
be seen from Figure 12, the SMCNN controller proposed in this paper can maintain an
excellent tracking effect within 0–7 s of the first command peak, while the convergence
speed of the SMC controller is significantly lower than that of the SMCNN controller. At the
same time, the tracking error of the SMC controller is clearly greater than that of SMCNN
controller within 0–7 s. This further shows that the neural network controller proposed
in this paper has excellent learning performance and accurate compensation for system
uncertainty. When the time surpasses 20 s, the three contrast controllers can track the given
expected motion instruction, but the SMCNN controller still ensures that the system obtains
the minimum tracking error, especially at the peak of each sine instruction; the superiority
of SMCNN is more clear. This again fully demonstrates the effectiveness of the nonlinear
robust controller proposed in this paper by combining sliding mode control with a neural
network. The traditional PID controller still has the worst tracking performance among the
three comparison controllers.

The control inputs for the two cases are given in Figures 13 and 14. The control
input indirectly indicates the control spend of the controller. Lower crests and smaller
frequencies result in smaller transient torques of the linear actuator. It can be seen that
the proposed SMCNN has the smallest control cost, which has great significance for
engineering applications.
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Figure 13. Comparison of control input for Case 1 in co-simulation verification.
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Figure 14. Comparison of control input for Case 2 in co-simulation verification.

Furthermore, in order to demonstrate the robustness of the closed-loop system to
parameter variations, co-simulations with different parameter variations are performed.
Since the total mass parameter is the most likely to vary in real-world conditions, it is thus
selected for study. Specifically, in addition to the standard experiment with a nominal mass
of 2048 kg, comparisons with 1998 kg and 2098 kg are carried out. The Figure 15 shows the
co-simulation results. It can be noticed that the controller still performs well even when the
total mass is changed. The control effect of the controller after a change in total mass is very
close to the control effect at a nominal mass of 2048 kg. This is beneficial in the complex and
changing battlefield environment. In addition, it can be found that the control effect is best
when the mass is 2048 kg, which further illustrates the effectiveness of the model-based
control strategy design. If the modeling is more accurate, the control performance of the
model is also better.
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To demonstrate the dynamic control performance of the proposed controller at different
frequencies, co-simulations at different dynamic-position angle commands are required. Con-
sequently, the co-simulations under control commands x1d = 0.05

(
1− e−0.001t3

)
sin 0.20πt

and x1d = 0.05
(

1− e−0.001t3
)

sin 0.30πt are carried out, which are used to compare the control
results with Figure 12. The angular displacements of the muzzle under these two control
commands are demonstrated in Figures 16 and 17. Comparing these with Figure 12, it can
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be found that the proposed controller exhibits excellent tracking performance at different
dynamic frequencies under different dynamic control instructions. Moreover, as the fre-
quency increases, the performance is even better compared to the other two controllers. This
provides theoretical validation of the dynamic performance of the proposed algorithm in a
real-world environment.
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5. Experimental Verification
5.1. Composition Introduction

In this paper, an experimental platform for the tank vehicle stabilization system is
constructed based on a specific type of fully electric tank gun with scaling theory. It
is mainly composed of a mechanical part, electrical part, and testing part. Its overall
appearance is shown in Figure 18.
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The electrical part of the experimental platform is electrically controlled by means of
servo motors driving linear actuators to achieve the pitching motion of the stabilized tank
gun barrel. Electronic control equipment mainly controls the pitching motion of the test
stand and its parameter setting. The system processor used is a TMS320F28335 DSP with
a main frequency of 150 MHz. After the parameters such as the working mode, desired
angle, and desired angular speed are set through the HMI control interface, the electrical
equipment in the test stand starts to work according to the parameter settings, completes
the pitch motion function, and the control system moves according to the given parameters.

The shaking table is utilized to simulate the excitation caused by pavement roughness.
The gun breech has an adjustable weight design. Each external interface adopts a common
interface, while relevant sensors are installed in the muzzle, cradle, and other locations. The
console also integrates a certain number of network interfaces, asynchronous serial inter-
faces, and image interfaces, which are used to perform the data exchange and information
transmission in the test stand. Figure 19 shows the sensors and main components of the part
of the tank vehicle stabilization system. Figure 20 shows the principle of the experiment.
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Figure 20. Principle of the experiment.

The dynamic parameters of the experimental platform involved, as well as the param-
eters of the linear actuator involved, are presented in Table 2.

Table 2. Major physical parameters within experimental platform.

Parameters Values Units

L1 0.194 m
L2 0.170 m
L0 0.094 m
α0 0.50 rad
m 71.01 kg
Sl 6 mm
N 10 -

Bequ 1.00 × 10−3 N · m · s/rad
Jequ 0.010 kg · m2

ka 1.95 × 10−1 N · m/A

5.2. Experimental Results

In the experiment, the driving speed of the tank is set to 30 km/h, and the roughness of
the pavement is E-grade. Fixed-position tracking experiments are conducted. The angular
position tracking responses of the three controllers are shown in Figure 21 when the control
commands for Case 1 are input to the three controllers. Meanwhile, the angular tracking
errors of the three controllers within 10 s can be obtained, as shown in the Figure 22. It can
be observed that the proposed controller enters the stabilized control phase first. Moreover,
after reaching the stabilized control phase, there are smaller control fluctuations compared
to the other two controllers. This is thanks to the ability of the proposed controller to
adjust the control parameters in real time to adapt to system changes and effectively resist
external interference, as well as to have a faster response time and higher control accuracy.
Intelligent features also bring more possibilities for system control. The estimate of the
neural network f for the SMCNN controller is shown in Figure 23. The control input is
shown in Figure 24; it is continuous and bounded.
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Figure 21. Fixed-position angle tracking results.
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Figure 22. Fixed-position angle tracking error: (a) errors of the three controllers; (b) comparison.
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Figure 23. Neural network estimate f .
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Figure 24. Comparison of control input for Case 1 in experimental verification.

Afterwards, dynamic-position tracking experiments are conducted. The dynamic
position response of the controller designed in this paper can be obtained as seen in
Figure 25. Dynamic errors of the controllers over the 40 s test time are obtained, as illustrated
in Figure 26. The control input is shown in Figure 27, which is also continuous and
bounded. The proposed controller shows more advantages in dynamic-position tracking
experiments. It always tracks faster than the other two controllers. This is thanks to the
neural network estimation of various uncertainties in the tank vehicle stabilization system
and the feedforward compensation. The proposed controller has excellent performance in
the dynamic position command. It has strong adaptivity, which can adapt to the changes
of the system working state and the perturbations of the external environment to maintain
good control effect. Furthermore, it can effectively uphold stability and performance even
in the presence of uncertainties.
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Figure 25. Dynamic-position angle tracking results.
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Figure 26. Dynamic-position angle tracking error: (a) errors of the three controllers; (b) comparison.
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Figure 27. Comparison of control input for Case 2 in experimental verification.

In order to more intuitively present the control performance of several controllers, the
literature [33] uses the three calculated values Mq, µq, and σq related to the angular tracking
error as a measure of the quality of the controller, defined as

Mq = max{|q1|, |q2|, . . . , |qn|}
µq = 1

n

n
∑

i=1
|qi|

σq =

√
1
n

n
∑

i=1
(qi − q)2

(43)
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where n is the count of samples and q is the average value of q1, q2, . . . , qn.
For the object of analysis in this paper, µq can be defined as characterizing the stable

accuracy of the tank weapons. As a result, the calculation can obtain the control perfor-
mance indexes of the three controllers at 20 km/h tank speed on E-grade pavement, as
shown in Figure 28.
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Figure 28. Performance comparison of three controllers.

In order to verify the robustness and adaptability of the controller designed in this
paper, the pavement excitation is reconfigured, and the pavement excitation data of the
tank system at the D-grade and F-grade at the driving speed of 20 km/h are obtained,
respectively, and then the experiment is carried out again.

The experiment is conducted as described. Stability accuracy of the three controllers
under the three pavement excitations can be calculated according to Equation (43). The
experimental results are shown in Figure 29.
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Figure 29. Controller performance under different pavement vibration excitations.

It is clear that the SMCNN controller proposed in this paper has better control perfor-
mance than the other two controllers under the same working conditions. In addition, with
the increase in external disturbance, the performance of SMC and PID controllers gradually
becomes poorer, while SMCNN controller has higher robustness and stability, which are
superior to the previous two controllers. It has strong engineering practicality and can
be applied to different types of systems and working environments. At the same time,
it can be automatically adjusted to maintain good control effect when external working
conditions change. This again fully demonstrates the effectiveness of the nonlinear robust
controller proposed in this paper that combines sliding mode control with neural networks
for tank vehicle stabilization systems.

6. Conclusions

In this paper, a nonlinear robust control strategy based on neural networks is proposed
for vehicle stabilization systems with uncertainty. The specific conclusions are as follows:
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(1) The mechanism nonlinearity of the linear actuator transfer process is analyzed,
and an accurate electromechanical coupled dynamics model for tank vehicle stabilization
system that considers uncertainty is established.

(2) A sliding mode control strategy based on multi-layer neural network can effec-
tively suppress the unmodeled dynamics and external disturbances in the tank vehicle
stabilization system in high-mobility environments.

(3) The proposed control method naturally combines the advantages of sliding mode
control and neural networks and proves the asymptotic tracking performance of the closed-
loop system through strict stability analysis.

(4) The effectiveness of the proposed controller is verified by co-simulation and com-
parison experiments. Extensive experimental results show that the controller has excellent
tracking performance and fast convergence.
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