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Abstract: Tomographic Synthetic Aperture Radar (TomoSAR) building object height inversion is
a sparse reconstruction problem that utilizes the data obtained from several spacecraft passes to
invert the scatterer position in the height direction. In practical applications, the number of passes
is often small, and the observation data are also small due to the objective conditions, so this study
focuses on the inversion under the restricted observation data conditions. The Analytic Learned
Iterative Shrinkage Thresholding Algorithm (ALISTA) is a kind of deep unfolding network algorithm,
which is a combination of the Iterative Shrinkage Thresholding Algorithm (ISTA) and deep learning
technology, and it has the advantages of both. The ALISTA is one of the representative algorithms
for TomoSAR building object height inversion. However, the structure of the ALISTA algorithm
is simple, which has neither the excellent connection structure of a deep learning network nor the
acceleration format combined with the ISTA algorithm. Therefore, this study proposes two directions
of improvement for the ALISTA algorithm: firstly, an improvement in the inter-layer connection
of the network by introducing a connection similar to residual networks obtains the Extragradient
Analytic Learned Iterative Shrinkage Thresholding Algorithm (EALISTA) and further proves that
the EALISTA achieves linear convergence; secondly, there is an improvement in the iterative format
of the intra-layer iteration of the network by introducing the Nesterov momentum acceleration,
which obtains the Fast Analytic Learned Iterative Shrinkage Thresholding Algorithm (FALISTA).
We first performed inversion experiments on simulated data, which verified the effectiveness of
the two proposed algorithms. Then, we conducted TomoSAR building object height inversion
experiments on limited measured data and used the deviation metric P to measure the robustness
of the algorithms to invert under restricted observation data. The results show that both proposed
algorithms have better robustness, which verifies the superior performance of the two algorithms. In
addition, we further analyze how to choose the most suitable algorithms for inversion in engineering
practice applications based on the results of the experiments on measured data.

Keywords: ALISTA; residual structure; Nesterov acceleration; height inversion

MSC: 68T99

1. Introduction

TomoSAR is a three-dimensional imaging technique. When imaging the object of a
building in an urban area, it inverts the height on the azimuth-distance-resolved unit of the
observed object on a two-dimensional image, thus obtaining the azimuth distance height
information of the object, which is also known as the height inversion. It processes SAR
complex images obtained from multiple passes through observation and then obtains the
scatterer distribution in the height direction, which has the ability of three-dimensional
resolution of the radar object and can reconstruct the observation object in the height
direction [1]. TomoSAR object height inversion technology can really solve the problem
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of overlay masking and has a wide range of applications in field topographic mapping,
field biomass estimation, resource survey, forest cover, three-dimensional imaging of man-
made buildings, detection of underground buried objects, and other civil and military
applications. The traditional TomoSAR building object height inversion algorithm is a
fast Fourier transform, where the image is de-skewed, and then a fast Fourier transform
is performed in the height direction to obtain the scatterer distribution in the height
direction [2]. This algorithm requires a large number of passes, which means that the
observation data need to be sufficient, and the baseline distribution needs to be uniform.
However, in practical applications, due to objective limitations, the number of flight passes
is generally small, so the observation data are also limited. This leads to high sidelobes in
the inversion results based on the fast Fourier transform algorithm, which has a significant
impact on the quality of the inversion. In order to improve the resolution in the height
direction and reduce the sidelobes in the case of a limited number of passes, the theory
of compressed sensing has been introduced into the field of TomoSAR building object
height inversion [3]. Compared with the traditional object height inversion algorithm,
the TomoSAR building object height inversion algorithm based on compressed sensing
has a greater improvement in the accuracy of the inversion results under the condition of
limited observation data, so the TomoSAR object height inversion based on compressed
sensing is a popular research direction. A mainstream traditional algorithm for TomoSAR
building object height inversion based on compressed sensing is the Iterative Shrinkage
Thresholding Algorithm (ISTA), which is a convex optimization algorithm that requires
multiple iterations, and the parameters of the algorithm need to be set manually, resulting
in low inversion efficiency.

Due to an improvement in arithmetic power, deep learning technology has been greatly
developed. Deep learning has been introduced into the field of compressed perception,
and under this trend, a series of research results have been achieved by combining the
TomoSAR building object height inversion technique based on compressed sensing with
deep learning [4–7]. The current TomoSAR object height inversion algorithms formed
based on the combination of compressed sensing and deep learning are mainly deep
unfolding network algorithms. The ISTA-based deep unfolding network algorithm is one
of the typical representatives of this class of algorithms. The idea of the deep unfolding
network algorithm is to consider each iteration step in the traditional iterative algorithm as
a layer of an artificial neural network and define some iteration parameters as learnable
parameters in the network, such as the step size of each iteration and the threshold value.
Finally, the network is trained to determine the optimal parameter values for the algorithm.
In fact, in traditional optimization algorithms, the step size is an important parameter
that has a great impact on the convergence speed, and different values of the step size
can significantly affect the performance of the algorithm. In practical applications, the
algorithm’s step size is usually set to a fixed value, or the optimal step size is solved by a line
search, which is very slow to converge and time-consuming, so it is extremely meaningful
to solve the optimal step size parameter using deep learning methods. This method
is a combination of traditional optimization algorithms and deep learning techniques,
so it combines the advantages of both and generally has better performance and faster
convergence than traditional algorithms. Moreover, since the deep unfolding network
algorithm is obtained on the basis of the traditional algorithm, it retains the interpretability
of the original algorithm.

Gregor and LeCun first proposed this class of algorithms in 2010, which unfolds
the classical ISTA into the form of a network and sets the known matrix parameters in
the algorithm as well as the thresholds in the threshold function as learnable parameters,
resulting in the Learning Iterative Shrinkage Thresholding Algorithm (LISTA) [8]. After
LISTA was proposed, many depth unfolding algorithms related to it were proposed,
and various variant algorithms based on LISTA-related algorithms appeared, such as
LISTA-CPSS [9], TiLISTA [10], ALISTA [10], SLISTA [11], GLISTA [12], Ada-LISTA [13],
LISTA-AT [14], HyperLISTA [15], ALISTA-Polyak [15], and so on. These algorithms mainly
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improve the initial LISTA and involve two main directions; one is an improvement in
the network structure and the other is an improvement in the threshold function. In the
improvement work of the network structure, the first is to prove the existence of a coupling
relationship between the matrix parameters in LISTA, to propose a new deep unfolding
network algorithm, LISTA-CPSS, to reduce the number of parameters to be learned, and
to prove the linear convergence of LISTA-CPSS. Next, the matrix parameters of each layer
of the network are shared on the basis of the LISTA network structure, which greatly
reduces the number of parameters that the network needs to train, thus obtaining the
deep unfolding network algorithm TiLISTA. Immediately after, it is further demonstrated
that the matrix parameters in the network can be obtained by solving an optimization
problem independently, without being set as learnable parameters; therefore, based on
the TiLISTA, the parameters that need to be trained are further reduced, which yields the
ALISTA. ALISTA only needs to learn a small number of scalar parameters compared to
other previous networks, which in turn greatly further reduces the number of parameters
to be learned and greatly improves the training efficiency. The excellence of the ALISTA
makes it one of the current advanced algorithms for TomoSAR building object height
inversion. Studies have shown that when the ALISTA is used for TomoSAR building object
height inversion, its performance is superior to the commonly used traditional algorithms
such as OMP, IHT, and ISTA [16,17].

However, the improvement from LISTA to ALISTA is only the selection of training
parameters on the original LISTA iteration format, which improves the training efficiency
by reducing the number of parameters to be trained, and the network structure obtained is
just a simple structure of layer-by-layer connection. In the network inter-layer connection
structure, the excellent network structure in deep learning is not introduced into the deep
unfolding network algorithm; in the network intra-layer iteration format, the accelerated
format of the ISTA is not introduced. Li et al. proposed the Extragradient Learned Iterative
Shrinkage Thresholding Algorithm (ELISTA) based on the extragradient method, combin-
ing the idea of the extragradient method with LISTA, thus obtaining the ELISTA, which has
a network structure similar to that of a deep residual network, and their work links deep
unfolding networks to the classical deep residual networks [18,19]. However, the training
parameters of ELISTA are matrix parameters, and the training is time-consuming. There-
fore, we further combine the idea of ELISTA with ALISTA to obtain EALISTA, which only
needs to train scalar parameters and prove its convergence. The EALISTA requires training
only scalar parameters like the ALISTA and has the same excellent residual structure as
the ELISTA network. In addition, Chen et al. found faster convergence after adding a
Polyak ball momentum acceleration term to the iterative format of the ALISTA network [15].
However, in first-order optimization algorithms, Polyak ball momentum acceleration does
not necessarily guarantee convergence. Inspired by this, in order to accelerate the ALISTA,
we introduce the Nesterov momentum acceleration term and obtain an accelerated deep
unfolding network algorithm, which we call the FALISTA. It is generally believed that the
FALISTA converges faster than the ALISTA.

After improving the algorithm, we first conduct experiments on simulation data
to verify the effectiveness of the proposed algorithm, followed by experiments on real
measurement data to verify the superiority of the proposed algorithm. Due to the lack of a
large number of measured TomoSAR datasets as training data, in this study, we use the
simulation dataset with fixed sparsity to perform simulation and real experiments.

There are two main theoretical innovations in this study: combining the two algo-
rithms ALISTA and ELISTA, an improved algorithm EALISTA with the advantages of
both algorithms is given, and a proof of convergence of EALISTA is given; combining the
advantages of the ALISTA with the Nesterov acceleration algorithm yields an acceleration
algorithm, FALISTA, with relatively few network parameters. We improved the ALISTA in
two dimensions: the connection method between network layers and the iteration format
within network layers, respectively.
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This paper is structured as follows: Section 2 elucidates the model and solution of the
height inversion; Section 3 proposes the EALISTA and proves its convergence; Section 4
proposes the FALISTA; Section 5 shows the results of the simulated data experiments and
the measured data experiments; Section 6 discusses the results of the experiments; and
Section 7 is the conclusion, which sums up this study and gives an outlook.

2. Mathematical Modeling and Solution of Height Inversion
2.1. Mathematical Modeling of Height Inversion

TomoSAR utilizes multiple aligned 2D SAR image data with different viewing angles
obtained from multiple observations of the same scene to perform aperture synthesis in
the altitude direction to obtain altitude-direction information, so as to obtain 3D scattering
information of the observed object. By observing the same area several times and obtaining
multiple SAR images with different incidence angles, TomoSAR can synthesize the aperture
in the height direction perpendicular to the azimuth distance plane to obtain the height
information of the object. Figure 1 illustrates the principle of the TomoSAR building object
height inversion.
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Let B = [b1, b2, · · · , bM], m = 1, 2, · · · , M denote the height-directed aperture distri-
bution, ∆s is the height-directed span, indicating the extent of the height inversion, for a
selected azimuth-distance-resolving cell (x0, R0), the measurement ym(x0, R0), correspond-
ing to the mth SAR image with aperture size bm can be expressed as:

ym(x0, R0) =
∫
∆s

γ(s) exp(−j2πξms)ds, (1)

where γ(s) is the backward scattering coefficient along the height toward s. The backward
scattering coefficient reflects the position of the scatterer, and we only need to ask for
the backward scattering coefficient to obtain the position distribution of the scatterer in
the height direction; ξm = −2bm/λR is the spatial frequency, where bm is the size of the
height-directed aperture; λ is the emitted pulse wavelength; and R is the instantaneous
slant distance. Discretizing the height-directed backscattering coefficient γ(s), inverse
model (1) can be approximated as follows:

ym ≈ δs

L

∑
l=1

γ(sl) exp(−j2πξmsl), (2)
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where L is the number of points in the height-wise discretization; the constant
δs = ∆s/(L− 1) is the height-wise discretization interval.

Let y = [y1, y2, · · · , yM]T and γ = [γ(s1), γ(s2), · · · , γ(sL)]
T denote all baseline data

and discrete backward scattering coefficients at the studied azimuth-distance-resolving cell
(x0, R0), respectively; then, (2) can be written as:

yM×1 = ΦM×LγL×1 (3)

where Φ ∈ CM×L is the observation matrix constructed from the TomoSAR imaging
geometry relations, which can be expressed as Φ(m, l) = exp(j(4π/λR)bmsl).

2.2. Solving the Model

The object of interest in this study is man-made buildings, and the distribution of
backscattering coefficients of these buildings in the height direction can be considered
to be sparse. Therefore, for the height-direction sparse distribution, the sparse recon-
struction of the height-direction scattering coefficient can be realized by solving the lq
regularization model:

min
γ
‖γ‖q

q, 0 < q ≤ 1

s.t. y =Φγ
(4)

When the height-wise sparsity K is unknown and there is measurement noise, the above
model can be solved approximately by solving the following optimization problem:

γ̂ = argmin
γ
{1

2
‖y−Φγ‖2

2 + λ‖γ‖q
q}, (5)

where λ is the regularization parameter. The precondition for TomoSAR height inversion is
that the height to backward scattering coefficient or its transformation is sparse, which is the
requirement of the theory of compressed perception, and this condition is obviously valid
for the man-made building object; this optimization problem is a composite optimization
problem. Generally, q = 1, at this point, is a typical LASSO problem:

γ̂ = argmin
γ
{1

2
‖y−Φγ‖2

2 + λ‖γ‖1}. (6)

Since neural networks are generally based on the real number domain for signal
processing in image processing, but the two-dimensional images obtained from radar
imaging are in a complex form, they need to be transformed into the real number domain
before processing: (

Re(y)
Im(y)

)
=

(
Re(Φ) −Im(Φ)
Im(Φ) Re(Φ)

)(
Re(γ)
Im(γ)

)
, (7)

At this point:

y =

(
Re(y)
Im(y)

)
, Φ =

(
Re(Φ) −Im(Φ)
Im(Φ) Re(Φ)

)
, γ =

(
Re(γ)
Im(γ)

)
(8)

3. EALISTA and Its Convergence Analysis
3.1. ALISTA and ELISTA

Convex optimization algorithms are generally used to solve the optimal solution of
problem (6), and the ISTA is one of the typical mainstream solution algorithms. The kth
iteration of the ISTA is formulated as follows:

γk = ηλ/L

(
γk−1 + tk−1ΦT(y−Φγk−1)

)
, (9)
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where ηλ/L(·) is the shrinkage threshold function, which is defined as ηθ(x) = sign(x)
max{|x| − θ, 0}. A fixed step size tk = 1/L is generally taken, L is the maximum singular
value of ΦTΦ, and λ is a parameter. The general ISTA parameters are set manually,
the convergence speed is slow, and different parameter settings have a great impact on
the convergence speed. With the development of deep learning, using the self-learning
characteristics of deep learning to train the parameter values of the ISTA can greatly
improve the performance of the algorithm. LISTA is the first deep unfolding network
algorithm, which is based on the unfolding of the ISTA. The ISTA is similar to the structure
of the recurrent neural network, so the k layer LISTA network can be regarded as a k Layer
Forward Feedback Network, and each layer of its network structure is expressed as follows:

γk = ηθk

(
Wk

1 y + Wk
2 γk−1

)
, (10)

where the initial values θk = λ/L, Wk
1 = (1/L)ΦT , Wk

2 = I − (1/L)ΦTΦ, Wk
1 and Wk

2 are
the weight matrices of the network, and the parameters to be learned in the LISTA network
are

{
θk, Wk

1 , Wk
2

}
. The number of parameters of LISTA is large, the network is complex,

and the training is time-consuming. After further research, the LISTA-CPSS network is
obtained, which reduces the complexity of the network, while utilizing the information of
the measurement matrix and its network structure is:

γk = ηθk

(
γk−1 −Wk(Φγk−1 − y)

)
, (11)

where Wk is the weight matrix of the network and the parameters to be learned by the
network are

{
θk, Wk

}
. The parameters of LISTA-CPSS are significantly reduced from

LISTA, and the training speed is accelerated. Further, sharing the parameters of each layer
of the network can continue to reduce the number of parameters, which is the TiLISTA
network, structured as:

γk = ηθk

(
γk−1 − αk−1W(Φγk−1 − y)

)
, (12)

where the network parameters to be trained are
{

θk, αk, W
}

, and the weight matrices of
each layer are shared. It can then be shown that the weight matrix parameters in the
network can be obtained by solving an optimization problem independent of the training
data without the need for network training, which yields the ALISTA network with the
network structure:

γk = ηθk

(
γk−1 − αk−1W(Φγk−1 − y)

)
, (13)

where W can be pre-calculated by solving the optimization, and the network parameters to
be trained are

{
θk, αk

}
. From LISTA to ALISTA, the network structure parameters become

reduced, and the training complexity becomes lower and lower.
Li et al. combined the extragradient method with LISTA and proposed the ELISTA,

which has the following iterative format for the k + 1th layer of the network:

γk+1/2 = ηθk
1
(γk − αk

1W(Φγk − y))

γk+1 = ηθk
2
(γk − αk

2W(Φγk+1/2 − y))
, (14)

The training parameters of the ELISTA are
{

θk
1, θk

2, αk
1, αk

2, W
}

, where W is a shared
parameter. It is clear from Figure 2 that the network structure of the ELISTA is similar to
the residual network structure.
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The network structure of ELISTA introduces the residual structure of deep learning
and still maintains the interpretability of the deep unfolding network algorithm since it
is introduced based on the extragradient algorithm. However, its training parameters
come with matrix parameters, and the training efficiency is low. Therefore, considering the
lightness of the ALISTA network, we combine ELISTA with ALISTA to obtain the EALISTA
with the advantages of both.

3.2. EALISTA Format

According to [10], the matrix parameter W in the ALISTA can be computed in advance
without network training to obtain it; inspired by this, the matrix parameter in the ELISTA
network is also computed in advance without changing the rest of the network, so that the
EALISTA can be obtained, and the iterative format of the network at the k + 1th layer is:

γk+1/2 = ηθk
1
(γk − αk

1W(Φγk − y))

γk+1 = ηθk
2
(γk − αk

2W(Φγk+1/2 − y))
, (15)

where the W matrix is computed as in [8], and the training parameter of the EALISTA is{
θk

1, θk
2, αk

1, αk
2

}
. Figure 3 is a one-layer network structure of EALISTA, which shows that

the network structure of EALISTA is similar to the network structure of ELISTA.
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The EALISTA has a superior residual-like network structure compared to the ALISTA,
which in turn has a higher training efficiency compared to the ELISTA.

3.3. Convergence Analysis of the EALISTA

Assumption 1 (Base Assumption) [9]. Assume that the vector γ∗ is sampled from the following
set with noise ε:

γ∗ ∈ X(B, s) , {γ∗| |γ∗i |≤ B , ∀i, ‖ γ∗i ‖0≤ s}. (16)



Mathematics 2024, 12, 1464 8 of 16

That is, γ∗ is bounded and s-sparse (s ≥ 2). Further, we assume that ε = 0.

Definition 1 ([10]). Given a matrix Φ ∈ Rm×n, its generalized mutual consistency is defined
as follows:

µ(Φ) = inf
W∈Rn×m , (W: ,i )TΦ: , i=1, ∀i

{
max

i 6=j, 1≤i,j≤n
(W: ,i )

TΦ:, j

}
. (17)

LetW(Φ) be the set of matrices satisfying the generalized mutual consistency of µ(Φ), that is,

W(Φ) =

{
W| max

i 6=j, 1≤i,j≤n
(W: ,i )

TΦ:, j = µ(Φ), (W: ,i )
TΦ: , i = 1, ∀i

}
. (18)

Theorem 1 ([19]). If Assumption 1 holds and a suitable parameter matrix W is chosen to satisfy
W ∈ W(Φ), the following equation holds:

θk
1 = αk

1ωk+1/2(tk+1/2

∣∣∣Θ)µ(Φ)supγ∗ ‖ γk − γ∗ ‖1

θk
2 = αk

2ωk+1(tk+1

∣∣∣Θ)µ(Φ)supγ∗ ‖ γk+1/2 − γ∗ ‖1
, (19)

If αk
1, αk

1 ∈ (0, 2/(1 + (2s− 1)µ(Φ))), s is small enough, then for the sequence generated by the
ELISTA, there are “false positive” tk+1/2, tk+1, which satisfy 0 < tk+1, tk+1/2 < s, and

‖ γk − γ∗ ‖2≤ sB exp(
k

∑
i=1

c∗i ) < sB exp(ct), (20)

where c∗i < 0, c = max
i=1,2,...,k

{c∗i } < 0, Θ is a model parameter. ωk+1/2(tk+1/2|Θ) and ωk+1(tk+1|Θ)

describe the relationship between Θ and the rate of false positives.

Refs. [12,18] describe the definitions of “false positive”, Θ, c∗i , ωk+1/2(tk+1/2|Θ) and
ωk+1(tk+1|Θ) in detail. Theorem 1 shows that the ELISTA can achieve a linear conver-
gence rate.

Theorem 2. EALISTA can reach linear convergence.

Proof of Theorem 2. The only difference between the EALISTA and the ELISTA format
is that the parameter matrices in the EALISTA are computed by solving the optimization
problem and are not the network parameters, whereas in the ELISTA, they are the learnable
matrix parameters. According to Theorem 1, the ELISTA reaches linear convergence
whenever W ∈ W(Φ) holds. Similarly, for the EALISTA, as long as W ∈ W(Φ) holds,
then the EALISTA reaches linear convergence. According to the definition of W in [10],
W ∈ W(Φ) holds, so the EALISTA can reach linear convergence. �

4. FALISTA Format

ALISTA is obtained by unfolding the ISTA, which only achieves sub-linear conver-
gence with a convergence speed ofO(1/k), which affects the convergence speed of ALISTA.
In order to improve the convergence speed of the first-order optimization algorithm, Nes-
terov proposed three acceleration algorithms in 1983 [20], 1988 [21], and 2005 [22], and the
convergence speed can reach O(1/k2). These three acceleration algorithms can be used on
the ISTA. Beck and Teboulle in 2009 used the acceleration algorithm proposed by Nesterov
in 1983 on ISTA to obtain the FISTA [23]. An iterative format of FISTA is as follows:

dk = γk−1 + k−2
k+1 (γ

k−1 − γk−2)

γk = ηθk (dk − βkΦT(Φdk − y))
. (21)
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If the chosen step size satisfies βk ≤ 1/L, then the convergence rate can reachO(1/k2). The
gradient descent part can be obtained by substituting dk:

γk−1 + k−2
k+1 (γ

k−1 − γk−2)− βkΦT(Φ(γk−1 + k−2
k+1 (γ

k−1 − γk−2))− y)
= γk−1 + k−2

k+1 (γ
k−1 − γk−2)− βkΦT(Φγk−1 − y)− βkΦTΦ k−2

k+1 (γ
k−1 − γk−2)

. (22)

Observing the above equation, we find that the equation can be divided into two parts;
the first part keeps the original format of ISTA in order to be combined with the ALISTA
network. Reference [15] added the Polyak ball momentum acceleration format directly after
the ALISTA format, and inspired by this, the second part can be used as the acceleration
format similar to [15]; adjusting the order of the equation can obtain:

γk−1 + k−2
k+1 (γ

k−1 − γk−2)− βkΦT(Φγk−1 − y)− βkΦTΦ k−2
k+1 (γ

k−1 − γk−2)

= γk−1 − βkΦT(Φγk−1 − y) + k−2
k+1 (I − βkΦTΦ)(γk−1 − γk−2)

, (23)

In order to reduce the network parameters that need to be trained, the network matrix
parameters of the first part are calculated in advance like ALISTA; at the same time, in
order to ensure that the convergence speed reaches more thanO(1/k2) as much as possible,
k−2
k+1 is fixed as a constant not to be involved in the training, and so the FALISTA is obtained,
and the iterative format of the kth layer of the network is as follows:

γk = ηθk (γk−1 − αk−1W(Φγk−1 − y) +
k− 2
k + 1

Gk(γk−1 − γk−2)). (24)

The network training parameters are
{

θk, αk, Gk
}

, where the initial values θk = λ/L,

αk = 1/L, Gk = I − βkΦTΦ, αk of FALISTA has the same definition as αk of ALISTA. The
FALISTA both introduces the Nesterov acceleration format, which accelerates the speed of
convergence, and combines the ALISTA in advance by solving the optimization problem to
calculate the matrix parameters, which reduces the training parameters to a certain extent.

5. Results
5.1. Simulation Experiment Results

We first verify the effectiveness of the two algorithms proposed in this study on a
simulation dataset by applying the EO-College tutorial [24] to generate the measurement
matrix as well as the observation data, with the number of scattering points and their
positions in the height direction set in advance as the real scattering coefficient distribution.
The wave number maps used in the simulation experiments in this study are taken from
the test dataset provided in the EQ-College tutorial. This dataset is a simple tutorial, where
the wave number information used is given directly in the equivalent wave number matrix
without the radar parameters involved in the process for ease of learning. An altitude
interval between −70 and 70 was chosen for the calculation of the measurement matrix
under such wave number conditions. Nine single-view complex images were selected as
observation data. Due to the lack of a real training dataset, the sparse training dataset used
is given by a Bernoulli distribution with the sparsity fixed in advance [25]. The training
dataset is 50,000, the test dataset is 10,000, and the batch size for training is 100. The network
model is recorded when the loss in the test set reaches its minimum, and the results are
predicted using this model. Considering the characteristics of the TomoSAR building object
height inversion model, the MSE loss function and the loss function SL1 based on the L1
norm are chosen as the loss functions for the network training, in order to achieve a better
inversion effect. The MSE loss function is as follows:

MSELoss =
1

Nbatch

Nbatch

∑
i=1
‖X(i)

predict − X(i)
Label‖

2
2, (25)
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The SL1 loss function is as follows:

SL1Loss =
1

Nbatch

Nbatch

∑
i=1
‖X(i)

predict‖1, (26)

where Nbatch denotes the number of samples in a training batch, X(i)
predict denotes the network

output, and X(i)
Label denotes the training labels.

Using the simulation data, the model is trained, and the inversion results are obtained
to compare with the predefined true-value results to verify the effectiveness of the algorithm.
According to the general experience, the number of network layers in the deep unfolding
network algorithm is 10–20 layers when the algorithm can converge [26]. Therefore, we set
the number of network layers to 10 for both algorithms. Considering the characteristics of
building scattering coefficients, we set the sparsity of the training dataset to 4 and 5 to train
the network and obtain the results as follows.

Figure 4 represents the three-dimensional positions of scattering points that we set in
advance using the EQ-College tutorial, with two scattering points set in the height direction,
and the intervals of the scattering points are 60 to 70 and 80 to 90, respectively. Figures 5–8
show the three-dimensional positions of scattering points for the two algorithms that we
proposed for the inversion of our algorithms when the training sparsity of the training
dataset is set to 4 and 5, respectively. For the EALISTA, Figure 5 shows that when the
sparsity of the training dataset is 4, the inversion is not good enough, and some scattering
points are missing; Figure 6 indicates that the algorithm is able to accurately invert the
true positions of the scattering points when the training sparsity is 5. For the FALISTA,
Figures 7 and 8 show that the training dataset sparsity is either 4 or 5, and the algorithm is
able to accurately invert the true positions of the scattering points.
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5.2. Experimental Results of Measured Data

We use the urban building data collected by the Chinese Academy of Sciences (CAS)
in the Yuncheng area of China in 2015 to perform the real TomoSAR building object height
inversion [27]. The number of channels for this data is eight, the bandwidth is 500 MHZ, the
image size is 3100× 1200, and the polarization information is HH. We intercepted a range
size of 30× 5 on the image for inversion and set the inversion height interval from −40 to
80. The loss function used for network training is the same as the simulation experiment
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described above. In order to study the inversion effect under restricted observation data,
eight, six, five, four, and three single-view complex images are randomly selected as
observation data for the object height inversion of buildings, respectively. The EALISTA
and FALISTA proposed in this study are used to conduct the experiments and compared
with the results of the inversion of the ALISTA and the ALISTA-Polyak [16]. The dataset
used for training is the same as that for simulation experiments, which is also a sparse
dataset, obeying the Bernoulli distribution. In the experiments, we set the sparsity of the
training dataset to 4 and 2, respectively, to train the network and obtain the inversion
results, and some of the results are shown below:

Figures 9–12 show the scattering point inversion results of the four algorithms under
real data when the training dataset is 4. We intercepted the plane size of 30× 5 and set
the inversion height range from −40 to 80. The (a) of each image represents the scattering
point location inverted when the observed data are eight images, and the (b) of each image
represents the scattering point location inverted when the observed data are four images.
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We use the deviation P to measure the algorithm’s inversion performance under
restricted observation data. The index P reflects the robustness of the algorithm’s inversion
ability as the observation data decrease, and the smaller P represents the better performance
of the algorithm. The inversion results of eight images in each case are used as the true value
of the distribution of scattering points, and the deviation is calculated for the inversion
results of six, five, four, and three images. The expression for the deviation P is:
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P = (
l

∑
l=1

∣∣hp − hr
∣∣

hr
)/n, (27)

where hp and hr are the average heights at point l when both contain scattering points at a
pixel location l. The summation process traverses all n common pixel locations. P value
reflects the magnitude of the deviation in the imaging results from different observations.
P value metrics are shown in the table below.
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The columns of Tables 1 and 2 indicate the number of observed data images used for in-
version, which are six images, five images, four images, and three images, respectively. The
P values are calculated by substituting (27) with the results obtained from eight images for
inversion as the true value of the scattering point location, and the results obtained from six,
five, four, and three images for inversion as the contrast value, respectively. Tables 1 and 2
represent the P values when the training dataset sparsity is 4 and 2, respectively, and the
observations used for inversion are changed to six images, five images, four images, and
three images, respectively.

In addition, the value of sparsity in the training dataset also affects the algorithm
inversion performance, and we measure the degree of influence of the sparsity value on
the algorithm’s inversion performance by the mean value H. The expression for H is:

H =
6

∑
i=3

∣∣Pi
2 − Pi

4

∣∣
4

, (28)
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where Pi
2 denotes the value of P when the observed data are i images and the sparsity of

the training dataset is 2. Pi
4 is defined similarly. The values of each algorithm are listed in

the table below.

Table 1. P values of different algorithms for training dataset sparsity of 4.

6 5 4 3

ALISTA 0.0577 0.2772 0.3934 0.4471
EALISTA 0.0509 0.2426 0.3488 0.4302

ALISTA-Polyak 0.0511 0.2470 0.3594 0.4241
FALISTA 0.0536 0.2482 0.3287 0.4159

Table 2. P values of different algorithms for training dataset sparsity of 2.

6 5 4 3

ALISTA 0.0594 0.3010 0.4540 0.5259
EALISTA 0.0520 0.2438 0.3496 0.4316

ALISTA-Polyak 0.0513 0.2460 0.3576 0.4126
FALISTA 0.0550 0.2558 0.3237 0.4088

Table 3 shows the H values of different algorithms, the H values reflect the extent to
which the inversion performance of the algorithms under the restriction of observation
data is affected by the change in the sparsity value of the training dataset, and smaller H
values indicate that the algorithms are less affected by the change in the sparsity value of
the training dataset.

Table 3. H values for different algorithms.

ALISTA EALISTA ALISTA-Polyak FALISTA

H 0.0412 0.0011 0.0036 0.0052

6. Discussion

Through the simulation numerical experiments, we can see that both of our proposed
algorithms are effective and are able to invert the positions of the scattering points, and
although a small number of virtual points appear, the virtual points are surrounding the
real points. It can also be found that the effect of inversion is closely related to the sparsity
setting of the training dataset, which reveals that we have to choose the appropriate sparsity
according to the characteristics of the real scattering scene.

In the real data inversion experiments, we can see that both the EALISTA and the
FALISTA perform significantly better than the ALISTA when the sparsity of the training set
is 2 and 4. The EALISTA outperforms the ALISTA-Polyak when the observations are five
and four images, but the performance is not as good as the ALISTA-Polyak at three images.
Whereas the FALISTA does not perform as well as the EALISTA and the ALISTA-Polyak
algorithm when the observation data are five images, it outperforms both algorithms at
three and four images. In addition, we use the strategy of fixing the sparsity of the training
dataset to train the network, and the value of sparsity is also an important factor that affects
the performance of the algorithm. We can see that the EALISTA is least affected by the
change in sparsity value, followed by ALISTA-Polyak and FALISTA, and the most affected
is the ALISTA, which also shows that our proposed new algorithms are superior from this
perspective. Overall, both of our proposed algorithms perform better than ALISTA and
ALISTA-Polyak, and the superiority of EALISTA is mainly reflected in the time when the
data restriction is not so serious, while FALISTA is superior in the case of a more serious
data restriction.

In engineering applications, in general, the observation data used for inversion are
constrained, but the degree of this constraint will vary according to the real situation.
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According to our experimental results on real data, it may be more robust to choose the
EALISTA for inversion when the data limitation is not so severe, while it is more robust to
choose the FALISTA for inversion when the observation data are extremely limited. The
choice of training dataset sparsity is related to prior knowledge of the scattering scenario.
In practical applications, if we have sufficient a priori knowledge of the scattering scene, we
can choose the most suitable sparsity and then choose the most suitable inversion algorithm
according to the degree of limitation of the observation data; if we lack the physical a priori
knowledge of the scattering scene, it may be more suitable to directly use the EALISTA as
the inversion algorithm.

7. Conclusions

On the theoretical side, in this study, the ALISTA is improved in two dimensions: the
method of connecting between network layers and the iteration format within network
layers. The EALISTA and the FALISTA are obtained, and proof of convergence for the
EALISTA is given. In the engineering application, according to the lack of a training dataset,
the simulation dataset obeying Bernoulli distribution is applied to train the network, and
the training strategy of fixed sparsity is proposed. According to the experimental results
of real data, we analyze how to choose the most suitable algorithm according to the
actual situation in practical applications. The research in this study has both theoretical
and engineering significance. However, in this study, we did not conduct a convergence
analysis of FALISTA, which combines the advantages of ALISTA and FISTA, and it may
converge faster than both ALISTA and FISTA, so proving the convergence of FALISTA is the
next step in research. In addition, in this study, the ALISTA is improved in two dimensions,
which are the inter-layer connection method of the network and the intra-layer iteration
format of the network, respectively, and the EALISTA and the FALISTA are obtained.
Inspired by this, we can consider unifying these two dimensions and improving both the
inter-layer connection method of the network and the intra-layer iteration format of the
network, so that we can possibly obtain an algorithm with better performance, which is
also a meaningful research direction.
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