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Abstract: Modern Al applications have caused broad societal implications across key public domains.
While previous research primarily focuses on individual user perspectives regarding Al systems,
this study expands our understanding to encompass general public perceptions. Through a survey
(N =1506), we examined public trust across various tasks within education, healthcare, and creative
arts domains. The results show that participants vary in their trust across domains. Notably, Al
systems’ abilities were evaluated higher than their benevolence across all domains. Demographic
traits had less influence on trust in Al abilities and benevolence compared to technology-related
factors. Specifically, participants with greater technological competence, Al familiarity, and knowl-
edge viewed Al as more capable in all domains. These participants also perceived greater systems’
benevolence in healthcare and creative arts but not in education. We discuss the importance of
considering public trust and its determinants in Al adoption.
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Given the broader societal implications of these systems, it becomes imperative to extend
Al systems’ alignment beyond individual users and encompass the entire society. Al’s
“alignment problem” [10] originates from the prevailing technology-centered approach
to Al development, which tends to overlook human needs and priorities [12]. To combat
the harmful outcomes of misaligned Al, scholars and Al professionals have more recently
pivoted to human-centered Al (HCAI), which emphasizes integrating human values and
ethical considerations throughout the Al-development process [13].

A challenge for the human-centered approach is how to build AI that people will trust.
Due to the autonomous nature of Al and its “black box” characteristics, trust has been one
of the key factors in Al adoption [14]. Lee and See [15] defined trust as “the attitude that an
agent will help achieve an individual’s goals in a situation characterized by uncertainty
and vulnerability” (p. 54), mentioning that this definition should vary depending on the
context. There are multiple approaches for categorizing the factors influencing users’ trust
in autonomous systems. Some concentrate on system capabilities, assessing variables such
as ease of use and usability (e.g., [14,16]). Another approach stems from attempts to develop
responsible Al, exploring how the explainability and fairness of systems impact user trust
(e.g., [17,18]). Lastly, some adopt a broader societal perspective, considering factors like
organizational trust that influence users’ trust and adoption intentions (e.g., [19,20]). In
this study, we adopt the latter approach, exploring trust within the framework established
by Mayer et al. [21]. This framework evaluates trust based on three factors—the system’s
ability, benevolence, and integrity. This choice is supported by previous research indicating
that the belief in an organization’s benevolent intentions and its consideration of costs and
benefits for stakeholders significantly shape user trust [22]. Additionally, this framework
enables the examination of trust formation beyond the predictability of Al, encompassing
Al’s intention to align with users [23].

In this work, we use a representative sample of the U.S. population to measure
people’s trust in Al across different societal contexts and specific tasks. Specifically, we
consider two dimensions of Al trust perceptions: how capable Al is at performing a task
and how much Al performing a task is in one’s best interest. We also explore whether
individual traits, such as knowledge about Al, perceived technological competence, and
socioeconomic status, influence people’s trust. Our study diverges from the prevalent
approach of assessing individual users’ trust in the capabilities of Al systems or the quality
of automated decisions in specific tasks. We argue that to ensure widespread Al adoption
among the general public, it is imperative to consider people’s trust in the Al system’s
contribution to societal well-being. Currently, there are few studies that delve into public
perspectives on Al, with the majority of research placing more emphasis on expert opinions
(e.g., [24,25]). As the demand grows for public inclusion in decision making about AI [26],
our research contributes to the limited literature on the subject, offering insights for the
future development and governance of Al technology.

2. Related Work
2.1. Defining Generative/Interactive Al

Al is a broad term that encompasses the ability of computer systems to perform
complex tasks that are typically associated with human intelligence [27]. This involves
a wide array of capabilities such as reasoning, decision making, learning, planning, and
problem solving [8,28]. Various types of Al models and techniques exist, and in 2023, with
the introduction of generative Al in the form of LLM and LMV, it is essential to distinguish
between traditional machine learning (ML) Al and the more recent advent of generative,
interactive Al

Traditional ML Al primarily revolves around the analysis and interpretation of data,
often deployed for predictive analytics, classification, or recognition tasks [29]. These
systems typically function within predefined parameters, relying heavily on structured
datasets to make decisions or provide outputs based on learned patterns (examples in
Table 1) [30]. On the other hand, generative, interactive Al represents a more advanced
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and dynamic facet of Al technology. These systems not only analyze and learn from data
but also possess the ability to generate new, original content or solutions [31]. This can
include the creation of images, text, or music that did not previously exist, often driven
by user inputs in real time (examples in Table 1) (e.g., [32-34]). The “interactive” aspect
further distinguishes this type of Al, where the system collaborates with users, adapting
and responding to their inputs, leading to a more dynamic, cocreative process [35-37]. In
other words, generative Al represents the direct form of the output of using LLMs and
LMMs. Interactive Al focuses on the human—computer interaction aspect of generative
Al technology [30]. Concrete examples of generative, interactive Al encompass software
such as chatbot platforms for customer service; content management systems that help
summarize unstructured data [38]; synthetic media generation for creative work; and
hardware such as voice assistants [39], automated vehicles, and robots within the realm of
consumer electronics [40].

This paper addresses both generative and traditional ML Al technologies, which are
presently employed in diverse capacities across various public sectors. Understanding the
public’s perception and trust in these systems is crucial to advancing human-centered Al
design and offering targeted recommendations for technology policy.

Table 1. Public-domain-specific examples of traditional ML Al and generative, interactive Al

Domain Traditional Machine Learning Al Generative, Interactive Al
Diagnostic tools for disease Personalized medicine platforms
detection using ML algorithms generating customized treatment
Healthcare . .
(e.g., analyzing X-rays or MRI scans plans based on patient data
for tumors). and feedback.
Al-powered adaptive learning Al systems for interactive learning
Education platforms adjusting educational scenarios, creating dynamic
content based on a student’s educational content like virtual lab
learning pace and style. experiments.
Recommendation algorithms in Generative music composition or
. music or video streaming services digital-art-creation platforms,
Creative Arts . : .
analyzing user habits to adapting outputs based on
suggest content. user inputs.

2.2. Embedding Public Perception into Human-Centered Al Design

The present development of Al systems follows a technology-centered design ap-
proach that gravitates toward building Al systems tailored for specific narrow tasks [12].
While this strategy enables developers to concentrate on refining algorithms for end users,
it simultaneously overlooks the broader implications that these algorithms may have on
the public at large. This approach has led to multiple instances of Al failures within societal
contexts, such as the COMPAS parole system [41], biased hiring algorithms [42], and the
exacerbation of social media polarization [43]. In a recent empirical study examining the
detrimental effects of LLM-generated misinformation versus human-written misinforma-
tion, it was found that LLM-generated misinformation can be more challenging for humans
and detection systems to identify when compared to human-written misinformation con-
veying the same message. This implies that LLM-generated misinformation may exhibit
more deceptive styles and potentially pose a greater risk of causing harm [44].

The alternative, an HCAI approach, encompasses both technological and human fac-
tors [12,35]. The technological aspect pertains to the development of Al systems under
human control that enhance people’s capabilities, while human factors emphasize the
consideration of human needs during the Al-development process. HCAI researchers also
underscore the positioning of human users once the Al system has been implemented.
Sowa et al. [45] outlines four levels of human involvement in Al systems, which include
level 1—working separately or competing; level 2—supplementing each other’s work; level
3—working interdependently; and level 4—full collaboration. The ethical employment of
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Al systems is significantly influenced by the above level of human involvement. As illus-
trated in the examination of a medical Al system for image recognition, the inherent biases
and stereotypes of users can create a self-reinforcing loop: users’ biases are reproduced
and amplified by algorithms, subsequently reinforcing existing biases. Tiron-Tudor and
Deliu [46] further exemplify how variations in human-in-, on-, out-, and governing-the-loop
impact administrative decisions in a business audit setting.

HCAI researchers have been addressing crucial issues in the design and implementa-
tion of Al systems, with a specific focus on the acceptance of these systems by individual
users [47]. However, less attention is paid to normative considerations around the public’s
preferences for the widespread implementation of this technology. With Al systems being
imposed on the public without the option to opt out, the acceptance and usability of these
systems by individual users fail to accurately mirror the broader public’s perceptions,
especially in terms of the public’s trust in such systems. The present study aims to address
this gap in the existing literature by examining the perceptions of Al among individuals
who may not have directly utilized the technology but experience the consequences of its
implementation in various aspects of their everyday lives.

2.3. Al Trust
2.3.1. Engendering Trust through System Capabilities

One avenue of research delves into the examination of trust in Al by gauging users’
confidence in a system’s technical capabilities. For instance, studies guided by the technol-
ogy acceptance model (TAM) have identified factors such as perceived usefulness, ease
of use, and attitude leading to the acceptance of Al voice assistants [14]. Other research
indicates that the characteristics of a system, including the design, service quality, and
information quality, play a role in shaping users’ trust [48]. Furthermore, given that trust
has traditionally been a human-to-human trait, the anthropomorphism of systems has been
shown to be crucial in fostering user acceptance and trust. Several studies illustrate that
Al imbued with human-like qualities tends to be more trusted across various contexts,
such as consumer settings [49], the banking sector [50], service industries [51,52], the travel
industry [53], and personal use [54]. While this approach remains pertinent for evaluating
users’ trust in specific Al-powered tools like chatbots [16], voice assistants integrated into
home speakers [55], or robots [56], its applicability may be constrained when applied to Al
systems within a broader social context.

2.3.2. Engendering Trust through Ethical Al

In the literature on automated decision making, studies have explored the impact
of fairness and explainability on users’ trust in Al systems. For instance, Angerschmid
et al. [17] discovered that in a medical setting, Al explainability increased users’ trust while
low introduced fairness decreased it. Another set of studies focused on trust in Al news
and media recommendation systems revealed that not only explainability and fairness
but also factors such as accountability and transparency played crucial roles in cultivating
users’ trust [57]. Some researchers paid attention to the relationship between explainability
and fairness, demonstrating that emphasizing explanations of specific features of the Al
system could either enhance or hinder its fairness [58]. Other studies also highlighted
that explainability methods can be complex for the end users and can result in people
overtrusting the system [56,59].

2.3.3. Engendering Trust beyond System Performance

In contrast to studies that primarily focus on evaluating individual users’ trust in
specific Al systems, this study seeks to broaden the concept of trust in Al as a sociotechnical
system. With Al deployment by governments and corporations, trust is also contingent on
people’s confidence in these institutions’ intentions [48]. One of the frameworks used to
assess users’ trust in Al, beyond individual trust in the systems’ performance, originates
from the organizational trust model proposed by Mayer et al. [21]. Within this frame-
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work, trust evaluation encompasses not only the system’s ability but also its perceived
benevolence and integrity, thus encompassing the societal dimensions of Al systems. In a
qualitative study, Bedué and Fritzsche [20] underscored that these dimensions were crucial
factors in establishing trust in Al as an emerging technology. Moreover, the significance
of Al systems’ ability, benevolence, and integrity in fostering trust was demonstrated in
scenarios of public importance, such as contact tracing during the COVID-19 pandemic,
big data analytics, and public health emergency research [19]. In this study, we adapt the
Mayer et al. [21] framework to evaluate the public’s trust in generative Al’s ability and
benevolence across various tasks in healthcare, education, and creative arts.

2.3.4. Individual Factors Influencing Al Trust

Bonnie Muir [60] was one of the first researchers to challenge the idea that users’
trust consisted merely of systems’ technical properties. Her earlier experiments with
automated banking machines showed how participants’ trust levels varied, even while
the banking system properties remained constant. Further research demonstrated that
individual differences contribute to variability in users’ trust in Al systems [61].

Among those differences are demographic factors such as age, gender, and education
level. Some studies indicate that older individuals are more inclined to express lower
trust in algorithms [62], whereas the younger population tends to believe that Al systems
exhibit less bias compared to human operators [63]. However, these observations are not
consistently replicated across different contexts [64]. Moreover, other studies found that
younger adults with higher education levels have greater trust in AI [65]. Regarding gender,
research demonstrates that female participants tend to hold more negative attitudes toward
Al in comparison to their male counterparts [64,66,67].

Beyond demographic traits, technological efficacy has a pivotal role in the adoption of
new technology. In an organizational context, employees’ technology competence acts as
a catalyst for embracing new IT systems and autonomous machinery [68,69]. Within the
wider population, research shows that individuals” perceived technological competence
predicts their comfort with Al systems across various roles [66,67]. Similarly, those with
computer science and engineering backgrounds tend to exhibit stronger support for Al
development and implementation [70]. Conversely, a lack of Al knowledge can contribute
to resistance in adopting new technology [71,72]. Finally, prior experience and familiarity
with Al have been shown to positively influence people’s perceptions of it, translating into
enhanced trust [65,73].

2.4. Al Trust across Different Contexts

The current state-of-the-art Al systems that have a great impact on people’s everyday
lives are not domain- or task-specific. This underscores the necessity of assessing Al trust
across diverse contexts. Moreover, previous research showed that trust in Al systems
fluctuates depending on how impactful their outcomes are. For instance, in high-stakes
decisions within healthcare and criminal justice domains, people evaluated automated
decision-making systems as fairer than human experts, whereas no disparity in perceptions
was observed in the media domain [64]. In another study, characteristics of trustworthy
Al such as accuracy, reliability, and objectivity, were more important in a high-risk context
(e.g., a medical diagnostic system) and less important in a low-risk one (e.g., a music
recommendation system) [74]. In the low-risk context, a satisfactory level of performance
was sufficient for someone to trust the Al system. To engender trust in the high-risk context,
however, the Al system had to meet substantially higher benchmarks in trustworthy Al
characteristics [74].

This study explores Al perceptions across domains categorized by their associated
risk levels: the creative arts, representing low risk; education, representing medium risk;
and healthcare, representing high risk. Healthcare is presented as a high-risk domain due
to the critical nature of decisions made in this field and the potential dire consequences of
errors made by Al [75]. Education is identified as a medium-risk domain because, though
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the potential adverse effects of Al systems may not result in immediate life-threatening
consequences, they can have a substantial impact on learning outcomes and the future
of both students and teachers. The creative arts are classified as low risk due to the less
severe impact of errors compared to the healthcare or education sectors. Creative arts
involve subjective interpretation, and Al’s role is often seen as augmentative rather than
prescriptive. The following sections provide a brief overview of the present state of Al use
within these domains.

2.4.1. Al in Healthcare

Today, Al technology has permeated the healthcare domain, spanning health-centric
mobile applications [76], wearable devices [77], and robotic surgical procedures [78]. Al
technology has unquestionably enhanced the domains of diagnosis and treatment and
lowered the cost and time to discover and develop drugs [13]. It has augmented the
efficiency of healthcare provision, leading to enhanced patient outcomes and mitigating
the potential for selection discrimination [79]. ChatGPT specifically has been recognized
as a valuable tool for helping the development of clinical practice guidelines for medical
professionals [80], as well as an aid for patients in organizing information related to
medications, lifestyle modifications, and treatment alternatives [79].

However, the medical field’s integration of Al has also given rise to multiple biases. For
instance, Al systems introduce information bias, originating from the over-representation
of White and higher-income patients in electronic health record databases [81]. In medical
Al image analysis systems, an interdisciplinary team of physicians, Al researchers, and
regulators identified roughly thirty potential biases in each stage of the system development
and deployment [82]. In public health settings, Al biases have been found in schedule-
optimization systems, posing significant implications for cost benefits on one hand [83],
and on the other hand, jeopardizing patients of specific racial groups [84].

Extant research on individuals’ perceptions of medical Al systems has predominantly
centered on those of domain experts. For instance, studies have evaluated how the design
of medical Al systems contributes to either under- or over-trust among healthcare prac-
titioners [24,59]. Nevertheless, it has been demonstrated that understanding individual
experts’ preferences does not guarantee the integration of Al technology into practice.
Li et al. [85] presented numerous instances where the recommended Al models were either
underutilized or used incorrectly, leading to additional workload for physicians and dis-
tress for patients. Research indicates that the design and implementation of Al systems in
the medical domain should consider input from various stakeholders, including healthcare
practitioners, social workers, policymakers, and patients [86].

The few studies examining the public’s perception of Al-driven healthcare advice
reveal that the general public tends to regard medical Al decisions as more reliable than
human judgments (e.g., [87,88]). These findings contradict the recent public opinion survey
on Al in healthcare, which indicated that 60% of the American population would feel
uncomfortable if their healthcare provider relied on Al for their medical care [6]. Given that
the harm resulting from medical errors committed by Al systems is felt more profoundly
by patients than by their practitioners [75], our research aims to highlight areas where Al
implementation faces the most significant resistance among the general public.

2.4.2. Al in Education

Traditionally characterized by slower adoption rates of technical innovations [89], the
field of education has begun to pay greater attention to Al advancements. In particular,
ChatGPT’s release has catalyzed considerable disruptions to the learning process and
prompted educational institutions to respond with various policies. While some schools
persist in their prohibition of this emerging technology [90], others have embraced it and
offered educators’ courses on how to use ChatGPT [91].

The educational potential ushered in by tools like ChatGPT is difficult to overlook: its
utility spans assisting in writing, research, and problem solving, bearing promising impli-
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cations for personalized learning and aiding learners with disabilities [92]. For educators,
ChatGPT proves to be a valuable ally in tasks such as crafting educational content, grading,
and the development of test assignments [93]. Nonetheless, it is justifiable why certain
educational institutions might hesitate to adopt these pioneering pedagogical approaches.
Prior to the release of LLM-enabled tools like ChatGPT, Al systems’ integration in the
educational sector exhibited biases in decision-making processes for university admissions
and in predictive analytics for identifying at-risk students [94]. In 2020, inaccurate algorith-
mic predictions of test scores led to U.K. students losing spots at universities, prompting
student protests in London [95]. In the United States, enrollment-management algorithms
have demonstrated a tendency to decrease the amount of scholarship funding extended to
students and perpetuate unjust financial aid practices [96]. Given that American higher
education is already grappling with low graduation rates, student debt, and persistent
inequality for racial minorities, the introduction of Al systems may exacerbate these chal-
lenges. Currently, there are indications that the widespread use of LLMs in education is
expected to introduce implicit bias, copyright concerns, the dissemination of inaccurate
information, issues related to data privacy, and problems associated with plagiarism [97].
Analogous to the healthcare sector, there is a threat of teachers and learners becoming
too reliant on Al tools coupled with the lack of trust in their usefulness for academic
purposes [92].

Views on Al use in education diverge among different stakeholders. Educators’ lack
of trust in or excessive reliance on Al tools stems from an inability to comprehend the
underlying rationale behind Al-generated decisions [71]. This is not the case for learners,
however, whose trust and motivations are predominantly aligned with achieving good
grades rather than understanding the Al system’s decisions [98]. Furthermore, a study
conducted among Chinese participants underscored that both students” and teachers’ trust
in Al systems is considerably reliant on the systems’ performance, whereas parents’ trust
hinges on their confidence in the organizations deploying such systems [99]. A significant
tension between the university administrative system and teaching staff emerged when
implementing a motivational Al system [100]. While the tool held the potential to enhance
the efficiency of professors’” assessment, continuous monitoring was necessary to promptly
address contradictions in teachers’ opinions regarding the ideal assessment system and the
forms of stimulation offered by university authorities.

2.4.3. Al in Creative Arts

Over the past few years, generative art has captivated a significantly broader audience
than artists, tech geeks, and art enthusiasts. Systems such as ChatGPT for text generation
and DALL-E for image creation have showcased their capacity to produce artworks that
are often indistinguishable from, and in some cases surpass, human creative output [101].
To illustrate, in 2022, an Al-generated image won an art competition in Colorado, USA,
setting intense debates concerning the work’s authorship, originality, and the eligibility
for submission to art contests [102]. Currently, a number of concerns surround the future
of creative professions, extending not only to visual artists but also including music com-
posers [103], game designers [104], and writers [105]. Beyond that, there is a discussion
about how Al systems introduce biases rooted in demographic stereotypes [106], and how
these biases might impact the realm of creative art [107].

Nevertheless, Al technology’s growing capabilities generate new opportunities for
individuals to engage in creative endeavors, thereby democratizing access to creative
tools [108]. Generative Al tools are accessible not only to artists but also to individuals
without an artistic background [109]. Further, collaboration between Al and humans has
the potential to amplify creative outcomes [110]. However, successful human—AlI creative
collaboration also requires a new skill set in crafting effective prompts; otherwise, creative
Al tools” output may fall short [111].

Research on attitudes about creative Al demonstrates nuance and different types of
considerations. A study that analyzed discussions on subreddits dedicated to generative Al
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art, including r/aiArt, r/ AlGenerated Art, and r/Defending AIArt, revealed that redditors
both expounded on the remarkable technical capabilities of tools like MidJourney and
DALL-E and also expressed concerns about these tools” socioeconomic implications [112].
These discussions about creative Al’s potential impact on the labor market, various busi-
nesses, and industries are predominantly negative in tone [112]. In another study, Alves
da Veiga [113] gathered feedback pertaining the distinction between the lay public and
artists at the Al-generated art exhibition in Portugal. The general audience showed a lack of
understanding of what “generative” means in generative art and displayed no awareness
of the ethical implementations of these tools. In contrast, the artists were well-informed
about copyright issues and controversies surrounding generative art.

Overall, the research summarized above demonstrated that there is not necessarily
a one-size-fits-all approach to Al across domains. Different stakeholders (e.g., medical
professionals, patients, teachers, students, parents, and artists) vary in their attitudes
toward Al and have different criteria for their evaluations based on both the task at hand
as well as their goals for the technology. In the present study, our objective is to expand
the exploration of public trust in Al systems. We ask about attitudes not only across three
domains but also among discrete tasks within each domain. To explore variations in these
attitudes, we propose the following research questions:

RQ1: To what extent does public trust in Al’s (a) ability and (b) benevolence vary
across healthcare, education, and creative arts domains?

RQ2: Are there differences in the public’s level of trust in Al’s (a) ability and (b) benev-
olence across discrete tasks within healthcare, education, and creative arts domains?

Given the disparities in scope between this study and earlier research, we also evaluate
how demographic and domain-specific characteristics influence Al trust. Thus, we put
forth our third research question:

RQ3: To what degree is trust in Al systems influenced by (a) general demographic
traits and (b) domain-specific traits?

3. Method
3.1. Design and Participants

In August 2023, we conducted a survey with U.S. participants (NN = 1506) through an
online questionnaire via the Qualtrics survey platform. The larger survey assessed attitudes
and trust across different societal domains, alongside questions about demographic and
individual traits. The main variables in this analysis are drawn from a section about
perceptions of Al and were established from the outset of data collection. Qualtrics provides
a survey technology platform and partners with over 20 online panel providers to supply a
network of diverse, quality participants. Their recruitment strategies include purchasing
mailing lists and advertisements on websites and social media networks. Participants
accessed the survey via a survey link and completed it on the Qualtrics platform. Each
participant received compensation upon survey completion. Sample quotas on gender,
age, ethnicity, and education were specified to match those demographic distributions in
the U.S. population (see Table 2). The sample was 52.6% female, 63.7% White/Caucasian,
54.4% had at least some college education, and the average age was 44.90 (SD = 17.78). A
complete description of the scales and measure items used in the analysis can be found in
Appendix A.
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Table 2. Descriptive statistics of demographics.

Variable Mean (SD) %
Gender

Male 47.9%
Female 52.1%
Age (18-95) 44.90 (17.78)

Education

Less than High School diploma 3.2%
High School diploma/GED 27.5%
Some college (no degree) 23.7%
Associate’s degree 10.0%
Bachelor’s degree 22.6%
Graduate degree 13.0%
Race/Ethnicity

White/Caucasian 63.7%
Black/African American 11.1%
American Hispanic/Latino 17.9%
Asian or Pacific Islander 4.8%
American Indian or Alaska Native or Other 2.5%
Political Ideology

Republican 23.8%
Democrat 43.6%
Independent or no affiliation 30.5%
Other 2.2%

3.2. Measurement
3.2.1. Al Trust

To measure participants’ Al trust across different societal domains, we asked them
to respond to different uses of generative Al in education, healthcare, and the creative
arts. Based on Mayer et al. [21], we measured participants’ trust in the Al system’s ability
to perform various tasks within a certain domain and the system’s benevolence in per-
forming those tasks. See Appendix A for the complete wording of vignettes and tasks.
To measure perceptions of Al ability, participants were asked to provide a response on a
five-point Likert-type scale, from “Not at all capable” to “Entirely capable”. To capture
perceptions of Al benevolence, participants were asked to indicate their agreement that
an Al would perform a given task in the best interest of the task recipient, and responses
were given on a five-point Likert-type scale from “Strongly disagree” to “Strongly agree”.
The following definition of Al was given preceding these questions: “Artificial Intelligence
(AI) refers to computer systems that perform tasks or make decisions that usually require
human intelligence. Al can perform these tasks or make these decisions without explicit
human instructions”.

We created indices for perceived Al ability and benevolence within each domain. To
validate the scales, we conducted a principal components analysis (PCA) that treated Al
ability and Al benevolence as separate unidimensional, five-item indices. Given that the
items asking about Al abilities and benevolence across domains were novel, they were
subjected to PCA with a varimax rotation. Across all six PCAs, the KMO measure of
sampling adequacy was >0.85 and significant at p < 0.001. Only one component was
extracted per PCA and explained between 67.57 and 81.39 percent of the variances. Most
factor loadings exceeded 0.80, and all factor loadings exceeded 0.70. For the full statistics of
each PCA, see Appendix D.

In addition, we asked participants for qualitative elaborations on Al applications in
various domains. After the generative Al-related questions, we provided the following
prompt: “OPTIONAL: Understanding your opinion is very important to us. If there is
anything you would like to add about the use of Alin various applications, please elaborate
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in the text box below”. From this prompt, we received 567 responses, 38 percent of the
sample. Following data cleaning to remove off-topic or nonsensical responses, a total of
301 responses were analyzed. While we did not conduct a systematic qualitative analysis of
the responses, we reviewed and included comments that illustrated quantitative findings
in more detail.

3.2.2. Individual Traits

To measure Al knowledge, we assessed participants’ perceived as well as demon-
strated Al knowledge. For the former, we asked questions about whether participants
are informed enough to explain what Al is and what it does; what best describes their
Al knowledge; and whether they think they know enough information to make accurate
judgments about Al (2 = 0.85). Higher values corresponded to a stronger belief in having
Al knowledge (M = 3.10, SD = 0.75).

For measuring demonstrated Al knowledge, we adopted the approach used by Zhang
et al. [70]. Respondents were provided with five instances of technologies, randomly
selected from a set of 14, and asked to indicate whether those technologies use Al. Scores
were summed for each participant, ranging from 0 to 5, with a higher score indicating a
greater demonstration of Al knowledge (M = 3.36; SD = 1.39).

Participants were also asked about their level of familiarity with AI with the answer
options ranging from 1 = “I have never heard of Al” to 5 = “I have extensive experience
in Al research and/or development” (M = 2.74, SD = 1.10). Finally, we asked partici-
pants whether they had used an online application or tool for generating text or images
(ChatGPT/DALL-E) with answer options 0 = “No” and 1 = “Yes” (49.6% and 40.4% of
participants, respectively). Perceived technological efficacy was adapted from Katz and
Halpern [114] and updated to ask about digital technologies more broadly. Respondents
were asked to state how much they agreed or not (1 = “Strongly disagree”, 5 = “Strongly
agree”) with how sufficiently skilled they were at “Using technologies, like my phone, e-
mail, social media, to interact with others”, “Using the internet to find information online”,
“Trying to figure out and solve problems with my technology when they come up”, and
“Using technologies, like digital calendars, video conferencing, and word processors, to
complete my work” (a = 0.78, M = 4.16, SD = 0.74).

3.3. Data Analysis

IBM SPSS Statistics (Version 29) was employed for all data analyses. Descriptive
statistics were computed and provided for all the dependent variables (e.g., AI domains).
The research questions were tested through ordinary least squares (OLS) regressions, with
significant relationships determined by p-value less than 0.006 based on a Bonferroni
correction. To ensure that assumptions for the OLS regression were not violated, we
evaluated the independence of errors by using the Durbin-Watson test (the models’ scores
range from 1.72 to 1.86), collinearity statistics to determine a lack of multicollinearity
(VIF < 2.4 for all variables across all models), and visually inspected the normal P-P plots
and scatterplots of residuals to verify the normality of the residuals and homoscedasticity.
The variables were sequentially introduced into the models in two stages: (1) demographics
and (2) domain-specific traits.

4. Results
4.1. Al Trust

The descriptive analysis showed that, overall, participants trusted Al’s ability more
than they trusted its benevolence (see Figure 1). Qualitative responses underscore the
participants” differentiation between a system’s ability and its benevolence, highlighting
the inherent complexity: “Sometimes it’s not as straightforward—Ilike, of course, Al could
perform the tasks of a medical assistant—but in a SAFE and EFFECTIVE way?”. Some
respondents voiced concerns about the persona of the Al's programmers, as demonstrated
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by one participant’s statement: “Al is very capable in 99 percent of cases, I believe; however,
the person(s) who programmed the Al is the concern”.

All Domains

B Avility [l Benevolence
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4-
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1-
0-

Healtilcare Crea'tivity Educ'ation
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Figure 1. Mean distribution of participant’s trust in Al’s ability and benevolence across domains.
Note: error bars indicate standard deviation.

This ability-benevolence distinction was most pronounced for trust in Al in education.
Specifically, participants demonstrated greater trust in Al’s ability and benevolence for
tasks related to students, such as essay drafting or answering questions, compared to tasks
typically associated with teachers, like providing learning support or creating lesson plans
(see Figure 2). Participant comments shed light on this discrepancy, with some noting that
Al tools are “useful for homework” or for “grading... given teacher shortages”. However,
concerns were raised that Al potentially “takes away student logic, thinking, and creativity”
and the absence of “human interaction” in learning settings.

Education

Ability ] Benevolence

Mean Value
- N w IS
w
‘ | Y
‘ -
o
| —

0-

' N 'S & &
é“’o:ob ,’9°\,~9 N N o&\&
& &S & & » &
S & N N o &
S &R & & &
& & & < s
o Q"
¥ ¥

Figure 2. Mean distribution of responses across Al in education. Note: error bars indicate stan-
dard deviation.

Conversely, a different overall pattern emerged in the healthcare domain, with higher
trust in Al’s benevolence but lower trust in ability. Al tools designed to assist medical
practitioners in disease diagnostics and medical research were generally seen as both more
capable and more benevolent (see Figure 3). However, the use of Al in therapy settings
was perceived as the least capable and benevolent across all tasks. Negative comments
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regarding Al applications in therapy were prevalent, with one comment encapsulating the
general sentiment: “I don’t know if therapy is the best use for this. As someone who has
spent a lot of time in therapy, it requires a human touch. It is more than saying the right
advice. Social interaction is important in recovery and sometimes the therapist is the only
one a depressed or other mentally ill person interacts with.”
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Figure 3. Mean distribution of responses across Al in healthcare. Note: error bars indicate stan-
dard deviation.

Finally, the least variance across tasks was observed in the domain of creativity (see
Figure 4). Participants perceived Al applications in creative writing as less capable and
benevolent; however, they expressed more trust in Als ability to create videos. Notably, Al
tools for generating art were perceived as highly capable but lacking in benevolence. As
one participant remarked, “A lot of the Al that is used to make art has been using art from
online artists without their consent”. Nonetheless, qualitative comments revealed a range
of perspectives. Some participants expressed great enthusiasm for Al tools in creativity,
stating, “I really love generative Al art tools. Both text to image and text to video”. In
contrast, others were more skeptical of Al’s role in art, emphasizing that Al is “good for
producing but not for creating”.
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Figure 4. Mean distribution of responses across Al in creativity. Note: error bars indicate standard
deviation.
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4.2. Individual Traits

In order to examine the relative influence of individual traits on trust in Al’s ability and
benevolence, hierarchical regression models were run (see Tables 3 and 4). The dependent
variables were newly constructed indices of perceived Al ability in the healthcare, education,
and creative arts domains. Each model was composed of two blocks: (1) demographic traits
(age, gender, and education level) and (2) technical knowledge and experience (perceived
technology competence, perceived and objective knowledge of Al, familiarity with Al, and
prior experience with LLMs).

4.2.1. Factors That Influence Trust in Al Ability across Domains

All three domain models for trust in Al’s ability were significant (healthcare: F(8, 1283)
=58.00, p < 0.001; education: F(8,1298) = 46.34, p < 0.001; creative arts: F(8, 1286) = 34.29,
p < 0.001) and overall explained 26.10 percent of the variance in healthcare ability, 21.7
percent of the variance in education ability, and 17.1 percent of the variance in creative
ability (see Table 3).

Table 3. Influence of individual traits on trust in Al ability across domains.

Healthcare Education Creative Arts
B B B
Constant 0.42 1.44 1.46
Gender (male = 1, female = 2) 0.10 *** 0.04 —0.001
Age 0.04 —0.001 0.03
Education 0.04 0.03 0.02
R? change 12.3% 9.5% 5.8%
Perceived knowledge of Al 0.26 *** 0.17 *** 0.17 ***
Objective knowledge of Al 0.07 ** 0.10 *** 0.11 **
Perceived technology competence 0.07 ** 0.14 *** 0.17 ***
Familiarity with Al 0.13 *** 0.12 ** 0.13 **
Prior experience with LLMs 0.07 * 0.07 * 0.04
R? change 14.5% 12.7% 11.8%
Total adjusted R? 26.1% 21.7% 17.1%

Note: f indicates standardized regression coefficient. * p < 0.05, ** p < 0.01, *** p < 0.001. Correcting for the
number of predictors across models using Bonferroni’s method, the threshold for significance is p < 0.006, so
significant results at p > 0.001 should be interpreted with caution.

Demographic traits had little influence on perceptions of Al’s ability across three
domains. Gender was the only significant factor, and only in the healthcare domain,
wherein men were more likely to view Al as capable (8 = 0.10, p < 0.001).

Technological experience and knowledge, on the other hand, contributed significantly
to ability perceptions. Those who perceived themselves as more technologically competent
were more likely to view Al as more capable in healthcare (8 = 0.07, p < 0.01), education
(8 =0.14, p < 0.001), and creativity (8 = 0.11, p < 0.001). Subjective perceptions of Al
knowledge were also significant: respondents with higher perceptions of Al knowledge
and familiarity held higher perceptions of Al’s ability in healthcare (8 = 0.26, p < 0.001;
B =0.13, p < 0.001, respectively); education (8 = 0.17, p < 0.001; g = 0.12, p < 0.01,
respectively); and creative arts (8 = 0.17, p < 0.001; g = 0.13, p < 0.01, respectively).
Similarly, demonstrated knowledge of Al was positively related to beliefs about Al’s ability
in healthcare (8 = 0.07, p < 0.05), education (8 = 0.10, p < 0.001), and creative arts (8 = 0.11,
p < 0.001). Finally, those with prior LLM experience were more likely to see Al as more
capable in healthcare (8 = 0.07, p < 0.05) and education (8 = 0.07, p < 0.05).

4.2.2. Factors That Influence Trust in AI Benevolence across Domains

All three models for trust in Al's benevolence were significant (healthcare: F(8,1275) =
42.88, p < 0.001; education: F(8,1280) = 35.10, p < 0.001; creativity: F(8,1271) = 36.34,
p < 0.001) and overall explained 20.7% of the variance in healthcare benevolence, 17.5% of
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the variance in education benevolence, and 18.1% of the variance in creative benevolence
(see Table 4).

Table 4. Influence of individual traits on trust in AI benevolence across domains.

Healthcare Education Creative Arts
B B B

Constant 1.07 4.17 1.44
Gender (male = 1, female = 2) 0.17 *** —0.04 0.04
Age —0.03 0.08 ** —0.04
Education 0.05 0.14 *** 0.05
R? change 12.2% 10.2% 9.3%
Perceived knowledge of Al 0.19 *** —0.14 = 0.08 *
Objective knowledge of Al —0.03 0.01 —0.005
Perceived technology competence 0.08 ** —0.05 0.07 *
Familiarity with Al 0.014 *** —0.19 *** 0.27 **+
Prior experience with LLMs 0.08 * —0.04 0.02
R? change 9.0% 7.8% 9.3%
Total adjusted R? 20.7% 17.5% 18.1%

Note: B indicates standardized regression coefficient. * p < 0.05, ** p < 0.01, *** p < 0.001. Correcting for the
number of predictors across models by using Bonferroni’s method, the threshold for significance is p < 0.006, so
significant results at p > 0.001 should be interpreted with caution.

Men were more inclined to think that Al used in healthcare would be in the best interest
of the patient (8 = 0.11, p < 0.001). Older respondents perceived Al used in education
as more likely to be benevolent (8 = 0.08, p < 0.01). Otherwise, demographic traits were
not significantly related to views of Al’s benevolence across the three domains. Perceived
technological competence was positively related to perceptions of Al as benevolent in
health (8 = 0.08, p < 0.01) and creative (8 = 0.07, p < 0.05) domains. Those who considered
themselves to be more knowledgeable and familiar with AI were more likely to view it
as benevolent in healthcare (8 = 0.19, p < 0.001; 8 = 0.14, p < 0.001, respectively) and
creativity (B =0.08, p < 0.05; p =0.27, p < 0.001, respectively). Interestingly, those with
more knowledge (8 = —0.14, p < 0.001) and familiarity (8 = —0.19, p < 0.001) with Al were
less likely to see it as benevolent in the education domain. Demonstrated knowledge had
no significant relationship with benevolence perceptions in any domains. Prior experience
with LLMs was positively related only to perceptions of benevolence for Al in healthcare
(8 =0.08, p < 0.05).

5. Discussion
5.1. More Capable, Less Benevolent

This study investigates public trust in Al across different tasks in the domains of
education, healthcare, and creativity. Our findings suggest that public trust in Al varies
depending on the specific domain and the task within that domain. This corroborates prior
research, which demonstrated that Al applications in higher- and lower-stakes domains
elicit divergent attitudes [64]. Additionally, our results indicate that people have distinct
perceptions of Al's abilities and benevolence. Across all domains, participants tend to
trust Al’s ability more than its benevolence, suggesting that while Al is seen as proficient,
concerns linger about whether it always serves the public’s best interests.

One plausible interpretation of these findings may be linked to the current decline in
institutional trust among Americans [91]. Institutional trust has been shown to positively
predict trust in AI [65]. More importantly, the low levels of trust in Al benevolence might be
associated with a decline in trust in tech companies that deploy these systems. Recent public
opinion surveys have indicated that the tech industry has fallen from favor compared to
other industries and institutions [115]. The general public has expressed unease regarding
data privacy, the extensive growth and influence of tech giants, and their impact on the
U.S. economy. Previous research by Zhang et al. [70] revealed that fewer than one third
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of Americans believed that tech companies consistently act ethically. This sentiment is
reflected in the qualitative comments of our study, where several participants voiced
concerns about the “programmers” of Al technology. This illustrates people’s lack of trust
not in Al systems and their capabilities, but in the individuals who deploy them.

5.2. Preference for Humans over Al

The lower trust in Al systems’ benevolence might be also rooted in people’s percep-
tions of the impersonal nature of the technology. Our findings show that tasks involving
a higher degree of human-to-human interaction tend to result in lower trust in Al’s abil-
ity and benevolence. For instance, a promising Al application in healthcare—therapy
chatbots—invoked the least trust by the participants. While other user-centered research
highlights the great potential of this technology [116], our findings suggest that people
have reservations about trusting this task to Al entities. In our study, participants were
more inclined to trust Al as an assistive technology that aids practitioners in diagnosis or
medical research rather than act as a substitute in doctor—patient interactions.

This pattern prevailed in the education domain: Al was trusted least in tasks typically
handled by teachers, such as offering personalized learning support to individual students.
This is despite the fact that customizing the learning environment for individuals is touted
by both academics [92] and private companies [117] as a key advantage of systems like
ChatGPT. In contrast, Al applications for tasks like essay drafting or providing answers to
student queries were perceived as more capable and benevolent. However, it is important
to highlight that perceptions of Al benevolence for all educational tasks were lower when
compared to Al’s ability. Our findings in both healthcare and educational domains align
with previous public opinion surveys that indicate that people have reservations about Al
taking on the roles of teachers and therapists, demonstrating that the advent of LLMs has
not altered people’s preferences for human involvement in these domains [66,67,118].

This aversion to Al's involvement in tasks requiring human interaction may be ex-
plained by the negative machine heuristics [119] people hold about AL Negative heuristics
come into play when Al is perceived as less adept in tasks that demand “human” qualities
such as intuition, emotional understanding, or empathy. This could also account for why
tasks in the creative domain did not see much fluctuation in levels of trust, as writing or
composing are more typically independent tasks rather than interactive ones. This is not
to say that Al is embraced in creative domains; other research has demonstrated how Al
authorship negatively influences perceptions of creative work [120]. Compared to domains
like healthcare and education, however, which arguably have a more direct, immediate,
and material impact on individuals, people seem to be less wary of creative Al

5.3. Policy Implications

Our findings suggest that factors such as technology proficiency, Al knowledge,
and familiarity significantly influence trust in Al applications. In the qualitative section,
several participants mentioned their lack of knowledge about Al but expressed interest
in learning more. This interest stemmed from a combination of excitement and anxiety
about this technology. Based on these results, we emphasize the pressing need for more
comprehensive Al awareness and literacy programs.

Private companies are taking steps to offer guidance on the ethical utilization of Al
technology, exemplified by OpenAl’s release of guidelines for implementing ChatGPT in
educational settings [121]. Universities have also contributed to public education about Al,
with examples like the University of Helsinki offering a free online course titled Elements
of Al, available in multiple languages [122]. Regarding government initiatives to enhance
Al literacy among citizens, there are several reports and guidelines addressing Al’s use in
various sectors, including education [123] and healthcare [124], as well as general guidelines
for generative Al [125]. Notably, we could not find guidelines specifically related to creative
works generated by Al, except for the information that such works are not eligible for
copyright protection [126].
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In the United States, an attempt to establish federal regulations for the implementation
of Al in social sectors was evident in the Al Bill of Rights. However, critics argue that
the Bill is unenforceable [127] and lacks uniformity across sectors, with some domains
receiving inadequate attention. Specifically, there is less clarity regarding regulations for Al
in education compared to sectors such as healthcare, employment, and consumer protection.
Outside of the United States, more progress has been made on enforceable Al regulations,
with China enacting rules for public-facing generative Al in August 2023 [128] and the
European Union passing its Al Act in December 2023 [129]. The EU’s AI Act in particular
emphasizes that the rules were designed to create trustworthy AL

Another limitation of existing reports and guidelines is their focus on professionals
developing Al proficiency for future work contexts, significantly narrowing the target audi-
ence from the average citizen. This emphasis on work-related Al ignores the widespread
implementation of Al across sectors, with implications for people beyond their professional
lives. Further, it does little to address potential concerns about how broader Al integration
poses unique challenges to personal autonomy and self-determination [130], which may
be more salient to Al resistance. Thus, Al literacy programs should encompass not only
fundamental Al knowledge and its workplace applications but also guide individuals on
adapting to an environment where Al may outperform humans in at least some tasks. This
can include strategies for finding personal meaning in the face of the rapid obsolescence
of individuals’ skill sets or guidance on how to interact and collaborate with Al entities.
Providing such roadmaps for personal development alongside Al integration can foster
greater trust and acceptance of these intelligent systems.

6. Limitations and Future Research

Our study is primarily limited in its sampling and reliance on self-reported data, which
may not accurately represent participants” actual experience, knowledge, and attitudes.
The public is not particularly well informed about Al, and even though we provided a
definition in the survey, it is uncertain what the participants specifically perceived as Al
while responding. In order to mitigate participants’ cognitive load when responding to the
survey, we limited our operationalization of trust to beliefs about ability and benevolence;
additional trust-related concepts such as integrity and fairness beliefs likely also contribute
to overall trust in Al

While the Al tasks were selected based on examples of Al used in real-world contexts,
they were developed by the researchers and therefore may be limited in external validity.
Future research should explore other societal domains influenced by Al, such as the legal
system and journalism. Moreover, research on trust across Al domains could systematically
evaluate tasks that vary in the level of human—-AlI interaction, stakes, near- and long-term
risk, as well as human replacement versus human augmentation. While this paper looks at
both generative and traditional ML Al, researchers may find it beneficial to focus specifically
on trust in the context of tasks performed by the latter, as generative Al’s ability to produce
novel creations, rather than simply analyze or categorize existing data, might pose new
questions and societal concerns about creativity, ownership, and the authenticity of Al-
generated content. Further, generative Al often involves a higher level of interaction with
users, who can influence the Al’s output in real time. This cocreation process changes the
user’s role from a passive recipient of Al decisions to an active participant.

Contrary to previous studies, which found that demographic traits significantly con-
tributed to Al attitudes (e.g., [67]), our study revealed that other individual traits related
to domain knowledge and experience were more influential for Al trust. Future research
should further explore the underlying causes of public distrust in Al technology. Addi-
tionally, in contrast to survey methods, qualitative approaches offer the opportunity to
provide clarifications, identify and resolve misunderstandings, and elaborate on topics
as they emerge. As such, qualitative investigations, akin to public assemblies [131], are
critical for both educating the public about Al and better understanding the underlying
mechanisms and beliefs that are driving Al attitudes.
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Finally, this study only sampled U.S. participants, which limits the extent to which
the findings can generalize and contribute to the global body of knowledge about Al. As a
technology that spans borders, Al has a wide-reaching, cross-national impact, yet countries
and regions are taking different approaches to Al implementation and regulation [132].
Comparative research would add more insight to the efficacy of these differing approaches
and offer a better understanding of where there may be cross-cultural consensus about
Al (see [133]), providing crucial information for global Al governance discussions. Thus,
future research should include more cross-cultural analysis of attitudes about and drivers
of trust and confidence in Al technologies.

7. Conclusions

The present study examines public trust in Al across various tasks within the domains
of education, healthcare, and creativity. Using a representative sample of the U.S. popula-
tion, this work goes beyond prevalent usability studies and provides empirical evidence of
public perspectives on Al, thereby addressing a gap in the existing literature. Further, our
study demonstrates the applicability of Mayer et al.’s [21] organizational trust framework
to gauge trust in Al as a sociotechnical system. Our findings indicate that public trust in
Al varies across domains and is influenced by individual differences, specifically technical
competence and familiarity with Al technology. The results highlight a notable gap in trust
between perceptions of system capabilities and its benevolence. Across all tasks in the three
domains, individuals demonstrated higher trust in Al systems’ capabilities compared to
their perceived benevolence. As Al technology continues to advance in complexity and
proficiency, its integration into the social context necessitates careful consideration. Our
results carry significant implications for Al system design and policies, emphasizing the
importance of incorporating public perspectives in the development and regulation of Al
systems in public domains.
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Appendix A. Scales and Measurements
Al Knowledge

In your opinion, do the following technologies use AI?
Note: Randomly show 5 out of the 14.

1. A website or application that translates languages (for example, Google Translate).

An application that identifies or categorizes people and objects in your photos or

videos.

A self-driving car.

A chatbot that offers advice or customer support.

5. A digital personal assistant on your phone or a device in your home that can help
schedule meetings, answer questions, and complete tasks (for example, Google Home).

6. A social robot that can interact with humans.

=
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7. A website or application that recommends movies or television shows based on your
prior viewing habits.

8. A website that suggests advertisements for you based on your browser history.

9. A search engine (for example, Google).

10.  An industrial robot, such as those used in manufacturing.

11. A website or application where users can input text to generate images (e.g., DALL-E).

12. A chatbot that can generate essays, poems, and computer code based on users’ input
(e.g., ChatGPT).

13. A calculator that can do basic math (add, subtract, multiply, divide, etc.).

14. A set of rules that determines whether students receive a college scholarship based on
their high school grades and SAT scores.

Answer choices:

*  Yes.
o No.
e Tdon't know.

AI Familiarity

What best describes your experience with Artificial Intelligence (AI)?
Answer choices:

¢ Thavenever heard of AL

*  Thave heard about Al in the news, from friends or family, etc.

e Iclosely follow Al-related news.

¢ Thave some formal education or work experience relating to AL
¢ Thave extensive experience in Al research and/or development.

Al Experience

Have you ever used an online application or tool where you input text to generate
new text (ChatGPT) or images (DALL-E, Midjourney, Stable Diffusion)?
Answer choices:

*  Yes.
o No.
e Tdon't know.

Al Domains—Education

Imagine that a school wants to incorporate Al in various aspects of educational support
for students and teachers. It is considering a number of Al uses.

Appendix A.1. Capability

Thinking about Al that is used for (option from field 1), how capable do you think this
Al is for (option from field 2)?
Answer choices:

e  Entirely capable.

*  Mostly capable.

*  Somewhat capable.
*  Only a little capable.
* Not at all capable.

e Idon’t know.

Appendix A.2. Benevolence

When used for (option from field 1), how much do you agree or disagree that this use
of Al will be in the best interest of the students?
Answer choices:
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e  Strongly disagree.

¢ Disagree.

¢ Neither disagree nor agree.
e Agree.

e  Strongly agree.

¢ Idon’t know.

Table Al. Education tasks options.

Field 1

Field 2

Drafting lesson plans for teachers

Grading students” work

Drafting essays for students

Providing answers to students” questions
Giving learning support based on individual
students’ needs

Drafting lesson plans
Grading

Drafting essays
Providing answers

Giving learning support

Appendix B. Healthcare

Imagine a healthcare provider wants to incorporate Al in its medical practices. It is

considering a number of Al uses.

Appendix B.1. Capability

Thinking about Al that is used for (option from field 1), how capable do you think this

Al is for (option from field 2)?
Answer choices:

¢  Entirely capable.

*  Mostly capable.

*  Somewhat capable.
*  Only a little capable.
* Notatall capable.

e Idon’t know.

Appendix B.2. Benevolence

When used for (option from field 1), how much do you agree or disagree that this use
of Al will be in the best interest of the patients?

Answer choices:

e  Strongly disagree.

¢ Disagree.

¢ Neither disagree nor agree.
e Agree.

e  Strongly agree.

Table A2. Healthcare tasks options.

Field 1 Field 2

Providing answers to patients’ medical questions Answering patients’ medical questions
Helping healthcare professionals diagnose diseases Helping diagnose diseases

Assisting healthcare professionals in medical research Assisting medical research

Conversing with patients in therapy settings
Using patient data to determine health risks

Conversing in therapy
Determining health risks
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Appendix C. Creativity

We’d like to know your thoughts about how different creative industries are experi-
menting with AL

Appendix C.1. Capability

Thinking about Al that is used for (option from field 1), how capable do you think this
Al is for (option from field 2)?
Answer choices:

¢  Entirely capable.

*  Mostly capable.

*  Somewhat capable.
*  Only a little capable.
* Notat all capable.

¢ Idon’t know.

Appendix C.2. Benevolence

When used for (option from field 1), how much do you agree or disagree that this use
of Al will be in the best interest of the audience?
Answer choices:

e  Strongly disagree.

¢  Disagree.

¢ Neither disagree nor agree.
e Agree.

¢  Strongly agree.

¢ Idon’t know.

Table A3. Creativity tasks options.

Field 1 Field 2

Content creation (e.g., generating blog posts) Content creation

Creative writing (e.g., generating scripts or novels)
Music composition (e.g., generating lyrics or melodies)
Creating art (e.g., generating digital paintings)
Creating videos (e.g., generating video content)

Creative writing
Music composition
Creating art
Creating videos

OPTIONAL: Understanding your opinion is very important to us. If there’s anything
you’d like to add about the use of Al in various applications, please elaborate in the text

box below.

Appendix D. Principal Components Analysis

Table A4. PCA.

Kaiser-Meyer— Bartlett’s Test of Variance Factor
Olkin Measure of Sphericity Eigenvalue Explained Loadings
Sampling Adequacy x2(df) P (Range)
Capability
Creativity 0.89 1127.87(10) *** 3.66 73.26% 0.84-0.86
Education 0.87 1099.49(10) *** 3.55 71.03% 0.82-0.86
Healthcare 0.89 1236.79(10) *** 3.69 73.75% 0.81-0.89
Benevolence
Creativity 0.9 1619.71(10) *** 4.07 81.39% 0.88-0.93
Education 0.87 909.85(10) *** 3.38 67.57% 0.80-0.84
Healthcare 0.89 1338.87(10) *** 3.76 75.20% 0.81-0.91

¥ p < 0.001.
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