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Abstract: Forecasting extreme precipitation is one of the basic actions of warning systems in Latin
America and the Caribbean (LAC). With thousands of economic losses and severe damage caused
by floods in urban areas, hydrometeorological monitoring is a priority in most countries in the LAC
region. The monitoring of convective precipitation, cold fronts, and hurricane tracks are the most
demanded technological developments for early warning systems in the region. However, predicting
and forecasting the onset time of extreme precipitation is a subject of life-saving scientific research.
Developed in 2019, the CRHUDA (Crossing HUmidity, Dew point, and Atmospheric pressure) model
provides insight into the onset of precipitation from the Clausius–Clapeyron relationship. With access
to a historical database of more than 600 storms, the CRHUDA model provides a prediction with
a precision of six to eight hours in advance of storm onset. However, the calibration is complex
given the addition of ARMA(p,q)-type models for real-time forecasting. This paper presents the
calibration of the joint CRHUDA+ARMA(p,q) model. It is concluded that CRHUDA is significantly
more suitable and relevant for the forecast of precipitation and a possible future development for an
early warning system (EWS).

Keywords: CRHUDA; hydrological regime; hydraulic works; storm-duration; rainfall intensity;
extreme rainfall

1. Introduction

Extreme hydrometeorological events represent one of the most important hazards
in the countries of Latin America and the Caribbean (LAC). At least three countries in
this region have coasts on the Pacific and Atlantic oceans. Mexico, principally due to its
orographic characteristics and its geographical position in the Intertropical-zone; make
it annually vulnerable to the tracks of tropical cyclones and severe storms of convective
origin. [1,2]. Heavy rainfall triggers severe floods, which in turned cause economic losses,
damage to infrastructure, social impacts, and health hurt to the population [3]. The im-
plementation of early warning systems, for both floods and extreme precipitation, is one
of the ways to reduce the effect of flood damage in the LAC region. However, the tech-
nological development used in warning systems in developed countries is far from being
applied in LAC lands. Although techniques like neural networks, fuzzy logic, and artificial
intelligence have been applied to develop learning algorithms based on the monitoring of
climatological variables, the prediction of extreme phenomena is complex [4,5].

Forecasting models allow warning, in the most favorable case, hours in advance.
However, it is thoroughly distinguished that phenomena as dynamic as convective cells
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of extraordinary intensity, such as vertically developed cumulus nimbus, are difficult to
predict [6,7]. Recently, the need to incorporate combined models for the spatio-temporal
analysis of extreme events associated with early warning systems has been highlighted.
The cartography of extreme events is solved with the appropriate selection of anisotropy
functions, for example the CH-Glo estimator proposed by Gutierrez-Lopez [8]. Coupling
and calibrating warning systems with complex temporal mathematical frameworks is even
more difficult.

In the temporal approach, the connection to the warning systems is even more difficult.
One of the most often used tools for this goal represent positively the application of
stochastic models of the ARMA(p,q) autoregressive type [9,10]. Used in the modeling of
most of the processes of the hydrological cycle, these models are adapted to worries related
to the representation of groundwater flow as well as to problems involved in the rainfall and
runoff regime of a region [11]. The usefulness of these models makes it possible to analyze
the incidence of extreme events, uncertainties, potential climatic changes, and strategies to
determine even the policies for the operation of hydraulic infrastructure [12,13].

At present, the study of rainfall–runoff processes developed for several climate sce-
narios can be explored with autoregressive models [14]. Even anomalies due to climate
change are studied with ARMA models [15]. A framework that integrates the climatological
part with time series analysis is the CRHUDA model, which employs the combination of
humidity, atmospheric pressure, and dew point series to predict the onset of precipitation.

Presented by Gutierrez-Lopez et al. in (2019) [16], this CRHUDA model is based
on the graphical crossing of the time series of the mentioned variables. It has proved
to represent an efficient and effective model for the calibration of the warning system
(RedCIAQ) operated by the Civil Protection authorities of the city of Queretaro, Mexico [17].
However, it has been shown that the warning time can be reduced if a scaling factor
is introduced to force the crossing of the model series to become increasingly evident.
Therefore, the objective of this work is to provide a proportional scaling factor to allow the
use of the time series used in the CRHUDA model, hence improving the forecast of the
onset of precipitation.

2. Materials and Methods
2.1. CRHUDA Proposed Model

The dew point temperature is the temperature at which air is saturated if it is chilled
at a constant pressure [18,19]; that is, the temperature at which the vapor pressure is
equal to the saturation pressure of the air. In the same way, the vapor volume present in
the atmosphere can be expressed through the pressure that this vapor generates [20,21].
However, the total pressure of the atmosphere is the sum of the pressure caused by dry-air
plus the pressure produced by water vapor [22,23]. Thus, the maximum vapor pressure that
may be present depends on the ambient temperature [24]. As the temperature increases,
more vapor pressure can be contained in the air [25,26]. This can be expressed by the
Clausius–Clapeyron relationship [27,28]. Therefore, when the air is saturated with water
vapor, the pressure of the water vapor depends only on the temperature [10,29,30]. In this
way, two time series are plotted; the first is the humidity data (Z1) and the second is the
series defined by dew point and atmospheric pressure (Z2). The crossing of these two series
will indicate the beginning of the alert; eight hours later, the series will cross again and, at
that moment, the precipitation will start (Figure 1).

This means that, for the precipitation to begin, it must happen on t1 →
(

Z1
t−k ∩ Z2

t−k

)
,

and considering Tk + ∆T at t2 →
(

Z1
t−k ∩ Z2

t−k

)
. If ∆T = 0, the forecast of the start of

precipitation event Hp is precise. If ∆T ̸= 0, there is a time delay in the start of the
precipitation event Hp [16].
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Figure 1. Conceptual scheme of the CRHUDA model (Crossing HUmidity, Dew point, and Atmos-
pheric pressure). Adapted from [16]. 
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Figure 1. Conceptual scheme of the CRHUDA model (Crossing HUmidity, Dew point, and Atmo-
spheric pressure). Adapted from [16].

2.2. Autoregressive Moving-Average Models ARMA(p,q)

These models are applied to annual series; they comprise a combination of the autore-
gressive AR(p) models and the moving average MA(q) models [31]; the value of p refers to
the number of parameters associated with the autoregressive component, and q represents
the number of parameters of the moving average component. The general representation
of the ARMA(p,q) models is:

Zt = ϕ1Zt−1 +ϕ2Zt−2 + · · ·+ϕpZt−p + εt − θ1εt−1 − θ2εt−2 − · · · − θqεt−q, (1)

where εt is a random variable independent of time, ϕp are parameters of the autoregressive
component, and θq are parameters of the moving average component. If a representative
sample of the process is available, the parameters ϕp are determined so as to reproduce
the correlations r1, r2, . . . , rp calculated with the data. This method considers the data and
residuals to be normal and independent. A property of ARMA(p,q) models is that the
autocovariances from order 1 to order q depend on the autoregressive parameters ϕp and
the moving averages θq, while for higher orders they depend only on the autoregressive
parameters. For the case of a discrete series, the autocovariance is calculated as:

Ck =
1
n∑N−K

t=1

(
Xt − X

)(
Xt−k − X

)
; 0 < k < N. (2)

2.3. Multivariate Stochastic Models

The practice of multivariate analysis combined with time series in hydrometeorological
subjects has been developed to estimate hydrological variables at ungauged sites or without
data. While spectral functions allowed the study of frequency relationships between two
time series, the fundamental question in the time domain is how to improve the predictions
of univariate models. Hydrologists use the time (frequency) domain in multivariate series
to consider climatic phenomena simultaneously.

Predictions of Zt can be made using the past history of the single variable Zt, or by con-
sidering a richer set of information (Z1

t−k, Z2
t−k, Z3

t−k, · · ·Zn
t−k; k = 0, 1, 2, . . .), and by build-

ing a multivariate model Zt = f(Z1
t−k, Z2

t−k, Z3
t−k, · · ·Zn

t−k, ε1
t−k, ε2

t−k, ε3
t−k · · · ε

n
t−k; k > 0).

This multivariate modeling is of double interest: it provides an explanatory framework
that is descriptive of the evolution of Zt, and theoretically it should lead to better forecasts
than those provided by the univariate model ∅(B)Zt ≈ θ(B)εt. With this background, the
use of stochastic models is proposed to describe the behavior of the CRHUDA model se-
ries Zt = f(Z1

t−k, Z2
t−k, Z3

t−k, · · ·Zn
t−k, ε1

t−k, ε2
t−k, ε3

t−k · · · ε
n
t−k; k > 0)—multivariate models

distributed in time, in which the inputs Xt are climatic variables.
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2.4. Autocorrelation as Validation of CRHUDA Model

The autocovariance function Ck provides a covariance measure for a couple of values
with an offset of time lag k. It provides information about the variability of the series
and the temporal relations between the different components of the Xt series. If only the
correlations between the different pairs Xt, Xt+k are of interest, it is necessary to define the
autocorrelation function rk of the process Xt, i.e.,

rk =
Ck
C0

= ∑N−K
t=1

(
Xt − X

)(
Xt−k − X

)
/n∑N

t=1

(
Xt − X

)2, (3)

where

Co = n
N

∑
t=1

(
Xt − X

)2 (4)

Cov = [XtXt−k] = E
[(

Xt − X
)(

Xt−k − X
)]

. (5)

rk represents the correlation coefficient for a couple of values separated by a lag time
k. As k increases, the correlation between [Xt and Xt−k] decreases. Then, for our case,
Z1

t−k, Z2
t−k, Z3

t−k, · · ·Zn
t−k; k = 0, 1, 2, . . .. will be the three time series of the CRHUDA

model. That is:

CRHUDA
(

Z1
t−k ⊆ Z2

t−k

)
→

(
Z1

t−k ∩ Z2
t−k

){ Z1
t−k = humidity

Z2
t−k =

atmospheric pressure
dew point

. (6)

2.5. Sensitivity Analysis

A scaling factor β is introduced, which will be proportional to the series of serial
autocorrelation values. (

Z1
t−k ⊆ Z2

t−k

)
∝ β

(
Z1

t−k ∩ Z2
t−k

)
. (7)

The autocorrelation function can be defined by rk = f
(

Z1
t−k ⊆ Z2

t−k

)
for any process,

proportional to f =
[
β
(

Z1
t−k ∩ Z2

t−k

)]
. Thus, a sensitivity analysis item of the CRHUDA

model is proposed. Residuals from the two series ε →
(

Z1
t−k ⊆ Z2

t−k

)
must have zero

mean and must be uncorrelated, which implies that it is independent of time k; this is
ε = [εt, t ϵ N]; E[εt|εt−1 ] = 0 and Var[εt] = σ2

ε. From the properties of the autocorrelation
function, it is known that C0 = E

[(
Xt − X

)2
]
= Var[Xt] = σ2

x if k = 0, then C0 is the

stationary variance in t0. Thus, if the series Z1
t−k& Z2

t−k are independent, then rk = Ck
C0

→ 0
tends to zero. However, being a multivariate stochastic model, the series must fulfill the
condition of independence and joint stationarity. This can be verified in a systematical
manner with the help of the correlogram-multivariate limits; in this way, it is proposed that:

Lemma 1. An autocorrelation coefficient rk calculated from a multivariate stochastic series
f
(

Z1
t−k, Z2

t−k, Z3
t−k, · · · Zn

t−k

)
outside the confidence limits of the correlogram; it represents

a break point in the Zn
t−k series. This break point in itself locates the times t1 and t2 of crossing

between the series that compose the CRHUDA model.

Lemma 2. The crossing time k between the series of the CRHUDA model can be modified by a time
Tk using a scaling factor β such that

(
Z1

t−k ⊆ Z2
t−k

)
∝ β

(
Z1

t−k ∩ Z2
t−k

)
.

Fitting the autocorrelation function, the result is as follows:

Ck = E
[
(Xt − X)

(
Xt+k − X

)]
= E

[(
Xt−k − X

)(
Xβ − X

)]
with β = t + k. (8)
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To associate the time lag that occurs in rk, it is possible to do:

(Lag)k = Lag(Lag + 1)(Lag + k − 1) =
Γ(Lag + k)

Γ(Lag)
≈ (Lag + k − 1)!

(Lag − 1)!
. (9)

If β > 0 ; (β)0 = 1 & (1)k = k!, then k is the time lag, where rk (Lemma 1) for
rk = β− 1 > 0

(β)k = β(β+ 1)(β+ 2) · · · (β+ k − 1)
(β)k = (r + 1)(r + 2) · · · (r + k)

(β)k = 1
r r(r + 1)(r + 2) · · · (r + k) = 1

r (r)k+1.
(10)

Then, the scaling factor can be written as:

(β)k =
(β−1)k+1

β−1
(β)k+1 = β(β+ 1)k.

(11)

3. Results

Data from the extreme precipitation monitoring network RedCIAQ, which includes
the alert system for the city of Queretaro in central Mexico [8], were used. This network
includes more than 40 Automatic Weather Stations (AWS) located in the metropolitan area
of the city of Queretaro. The data were collected in real-time, minute by minute. The
database managed in this work consists of 2800 CSV files, totaling 12 GB of information. To
calculate the scale factor, correlograms of each event studied must be calculated using the
autocorrelation function values. To produce the autocorrelograms, we selected a sample of
convective storms from several stations and dates, handling approximately 145,000 records
and generating a total of 720 autocorrelograms. The method involved three phases. In
the first phase, the data of the precipitation height, humidity, dew point, and atmospheric
pressure were extracted for more than 500 storms between 2012 and 2021 collected every
minute to generate the series Z1

t−k and Z2
t−k. The second phase of the process includes

calculating the values of the autocorrelation coefficient and plotting the correlograms of all
the series rk = f

(
Z1

t−k ⊆ Z2
t−k

)
to evaluate the breakpoints. In the third phase, the scaling

factor is calculated and verified as β.

3.1. Presentation of CRHUDA Model

The CRHUDA model, in its initial version, used two time series comprising three
climatological variables: humidity, atmospheric pressure, and dew point. The series are
presented in a scaled graph that highlights the moments of crossing between them. The
calculation and application of the proposed scale factor optimize the crossing time between
the two series for forecasting the onset of precipitation.

The CRHUDA model (Equation (6)) was applied to the data of the storms that oc-
curred between 2012 and 2021 in the metropolitan area of the city of Queretaro. In a
synoptic sense, it is possible to see, remarkably, that the crossing of these two time se-
ries CRHUDA

(
Z1

t−k ⊆ Z2
t−k

)
→

(
Z1

t−k ∩ Z2
t−k

)
, a point in time that provides a warn-

ing 9 to 10 h prior to the onset of the storm. For example, Figure 2 shows the results
of the application of the CRHUDA model in the AWS-Candiles for the storm data of
24 and 25 June 2013. At around 10:20, the first crossing is observed; the humidity drops fast,
which allows the alert to be initiated. After this point, the crossing occurs in the opposite di-
rection and precipitation starts. Results revealed a mean time of 10 h Tt +∆t = 619.58 min
between warning t1 and the onset of precipitation t2, with a mean of 8.9 h (534 min). The
same analysis can be performed for the next day’s storm. With this example, it is evident
that the scale of the ordinate axis is important and strongly influences the location of the
points in time (t1 & t2) as precise instants of crossings. Lemmas 1 and 2 are important
here. Finding the precise instants of t1 and t2 crossings is critical to generate warnings and
communicate to the local civil protection authorities. Thus, the scaling factor between the
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two series must be visualized and calculated
(

Z1
t−k ⊆ Z2

t−k

)
∝ β

(
Z1

t−k ∩ Z2
t−k

)
. The visual

calibration results of the scaling factor were between 0.4 and 2.6 with a mean of 1.784.
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Figure 2. Results of the application of the CRHUDA model at AWS-Candiles station on 24–25 June 2013.

Figures 3 and 4 show the results for other stations and with different storm data.
Storms where the need to estimate the scaling factor is evident are especially highlighted.
For example, in Figure 3, the crossing between the two time series is imperceptible at
some times. A synoptic recognition is very compromised to associate the result with a
warning system. Lemma 2 must then be mathematically tested through the components and
parameters of the time series processed as a multivariate stochastic autoregressive model.
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Figure 3. Results of the application of the CRHUDA model at the AWS-Cimatario station on
16 August 2014 (maximum rainfall 15.4 mm in 1-h; maximum intensity 41.2 mm/h; 32-year
return period).
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Figure 4. Results of the application of the CRHUDA model to the AWS-UAQ Cerro Campanas
data of 16 August 2014 (maximum rainfall 55.2 mm in 1-h; maximum intensity 63.8 mm/h; 53-year
return period).
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Figure 4 shows a large sequence of storms for the AWS University Center station.
The application of the CRHUDA model is remarkable due to the number of storms that
occurred. In all cases, the crossings are perfectly identified, which allows a very trustworthy
forecast of the onset of precipitation to be made. Next, it is important to mathematically
validate the calculation of the scaling factor β using the autocorrelation function values.

3.2. Calculation of Correlograms

An autocorrelation coefficient rk calculated from a multivariate stochastic series
f
(

Z1
t−k, Z2

t−k, Z3
t−k, · · ·Zn

t−k

)
outside the confidence limits of the correlogram; it repre-

sents a break point in the Zn
t−k series. This break point itself locates the times t1 and t2

of crossing between the series that form the CRHUDA model. With this hypothesis, the
values of the autocovariance and autocorrelation functions of each of the variables, series,
and the complete CRHUDA model were calculated. The main question remains—what
is the forecast time of rainfall events?—since the answer has important implications, as a
successful rainfall forecasting model can be used in a flood early warning system. Thus,
the correlograms obtained from Equations (2)–(4) allow the scaling factor to be calculated
with precision. Figure 5 shows the correlograms for the atmospheric pressure time series
for the AWS-Juriquilla station during the 17 September 2017 storm: (a) 1 h; (b) 6 h; (c) 12 h;
and (d) 24 h. For the same storm, Figures 6 and 7 show the correlograms for the humidity
and dew point series, respectively. To be specific, this storm caused severe damage in the
Queretaro metropolitan area including a large sinkhole and losses of road infrastructure,
to mention a few. It is critical to highlight that the management of extreme precipitation
in this city has already been studied in terms of its spatial component associated with the
city’s warning system [8].
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Figure 5. Atmospheric pressure correlograms for AWS-Juriquilla Station on 17 September 2017 at
different time intervals (a) 6 h, (b) 12 h, and (c) 24 h.
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The results of the correlograms of the series analyzed individually show, in almost
all cases, a break in one of the k times. With these results, two facts are verified: (i) the
correlograms allow us to locate in time the changes in the behavior of the series, identified
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from the correlogram as points outside the confidence limits; (ii) the estimated values of
the autocorrelation coefficients allow us to calculate a scaling factor. In Figures 6–8, the
blue line represents the correlogram, while the red line represents its limits.
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3.3. Calculation of Scaling Factor β

These results show that, as was expected when Equation (9) was derived, it is pos-
sible to represent the scaling factor employing the full model. At that point, the results
of the correlograms of the full model provide the necessary values of the autocorrela-
tion coefficients to build the scaling factor. The calculation of the scaling factor is per-
formed on the basis of the premise proposed in this work, where the crossing time k
between the series of the CRHUDA model is modified by a time Tk using a scaling factor
β such that

(
Z1

t−k ⊆ Z2
t−k

)
∝ β

(
Z1

t−k ∩ Z2
t−k

)
. From the values of the autocorrelation

function, the correlograms of the complete model are calculated; for example, for one of
the most destructive storms in recent years in the metropolitan area of the city of Quere-
taro, on 17 September 2017. Figure 8 shows the results of the correlograms of the complete
CRHUDA model for this storm. At some points (k times), the correlogram goes out of
its limits. These points represent the values of (β)k+1 = β(β+ 1)k for computing the
scaling factor. As a complement to the mentioned before, Table 1 shows the results of
calculating the autocorrelation coefficients and all the parameters of the CRHUDA model
for storms occurring in September, which is the rainiest month of the year in the city of
Queretaro. The mean scaling factor for the month of September is 1.107, the mean value of
∆T = 0:24:01, and the mean value of Tk = 1:46:45 . From the above it can be deduced that,
for the month of September, a warning can be given with a time of around two hours in
advance (1:46:45 + 0:24:01 = 2:10:46) whenever the scaling factor is used with the calculated
values. It is worth mentioning that only results for some storms and some AWS-stations
are shown. Complete results for all storms and all source data are available upon request.
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Table 1. Results of the sensitivity analysis and scaling factor for the CRHUDA model applied to data
from various extreme storms recorded in the month of September. AWS-Milenio station.

Storm Date β t2 ∆T t1 Tk

8 September 2013 1.23 16:40:00 0:13:00 16:37:00 0:03:00
16 September 2013 1.31 15:15:00 0:06:00 14:51:00 0:24:00
21 September 2013 1.28 13:54:46 0:44:14 13:54:16 0:00:30
25 September 2016 1.24 15:37:00 0:05:00 15:36:00 0:01:00
17 September 2017 0.72 0:00:00 0:00:00 0:00:00 0:00:00
26 September 2017 0.93 19:26:00 1:40:00 19:12:00 0:14:00
9 September 2018 1.24 21:18:00 0:39:00 21:16:00 0:02:00

19 September 2019 1.14 20:52:00 0:02:00 11:41:00 9:11:00
29 September 2019 1.22 18:10:00 0:18:00 18:08:00 0:02:00
7 September 2021 0.77 18:17:00 0:13:00 10:27:00 7:50:00

4. Discussion
4.1. Calculation of Scaling Factor β

At this point, it has been proven that the CRHUDA model that was designed to detect
the effect of the Clausius–Clapeyron (C-C) ratio (combination of atmospheric pressure, dew
point, and humidity) is able to predict the onset of precipitation with excellent accuracy.
These variables have already been manipulated, but individually and in meteorological
models [9,28,32]. However, the results are consistent with those of other studies that sug-
gest there is a correlation between the dew point and the C-C ratio. This is for the coherent
physical argument that C-C behavior arises from the physics of convective clouds [25,33].
Thus, CRHUDA as a fundamental synoptic model can forecast the onset of precipitation
reliably, on mean nine to ten hours before the onset of precipitation; this forecast seems
acceptable. This is also in agreement with our previous observations that showed that
it is possible to use the real-time hydrometeorological data set on a minute-by-minute
basis [34,35]. Therefore, it can be suggested that a daily precipitation database allows the
correct spatiotemporal disaggregation of spatially distributed hourly precipitation [36,37].
This finding has important implications for the development of a precipitation forecasting
model to provide forecasts in advance, since it is only necessary to find the right combi-
nation of climatic variables [38,39]. Once the synoptic part of the validation is accepted,
the stochastic forecast model is critical. A scaling factor having been verified, a sensitivity
analysis can be presented as shown in Figures 9 and 10. Figure 9 shows four crossover zones
for two storms recorded at the AWS-Milenio station on 24 and 25 June 2013. Considering a
scaling factor equal to one, the forecast and warning are performed normally. However,
when the scaling factor is modified (for discussion purposes only); the crossing does not
occur and therefore the alert cannot be triggered (Figure 10). It is evident that the scaling
factor is of considerable importance when the CRHUDA model is linked to a real-time
warning system. It is necessary, then, that the calculation and the previous calibration of the
scaling factor is the function of the autocorrelation coefficients according to Equation (10).
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4.2. Model Calibration, Validation and Precision

The calibration and validation process of the CRHUDA model were conducted in
2019 [16]. However, it is believed that the model’s precision, particularly when coupled
with early warning systems, can be improved. Therefore, this paper presents the estimation
of a scaling factor based on the autocorrelation coefficient of the time series that comprise
the model.

The CRHUDA model is currently coupled to the RedCIAQ extreme precipitation
monitoring network [8] and is in operation. The daily operation of the CRHUDA model
is vital for the intervention protocols of the local Civil Protection authorities, especially
during the months of July to September. Improving the accuracy of early warning models
for extreme precipitation remains a priority, particularly in underdeveloped countries.
Therefore, it is appropriate to conduct a sensitivity analysis of the scaling factor proposed
in this work. Figure 9 illustrates the daily application of the CRHUDA model. For instance,
in June, the warning time is appropriate for a scaling factor of one at the AWS-Milenio
station. However, Figure 10 shows hypothetically how a change in the scaling factor’s
value can affect the crossing times’ location and, consequently, the alert times issued by
the authorities.

Although the focus of this work was on obtaining the scale factor, a comprehensive
sensitivity analysis of all climatological stations in the RedCIAQ is required. Therefore, it is
necessary to adjust the precision of the CRHUDA model using the proposed scale factor for
each AWS station and for each month. It is recommended that this analysis be conducted
at least once a year before the rainy season.

5. Conclusions

The results of this study show that it is possible to combine the climatic variables—
atmospheric pressure, dew point, and humidity—to forecast the onset of precipitation.
These variables are represented in two time series that can be plotted to determine, synopti-
cally, the time (instant) of crossing between both series. This instant of crossing triggers the
warning to be considered as the onset of precipitation at the subsequent crossing. From the
results obtained, it is concluded that the warning time from the first crossing to the onset of
precipitation at the second crossing, on mean, represent nine to ten hours. It was exposed
that the crossing times of both series are a function of the autocorrelation coefficients of the
complete model. It has been found that a scaling factor can improve forecast precision at
crossing times. This scaling factor is calculated using the autocorrelation coefficients. The
systematic application of the CRHUDA model with its respective scaling factor adjusted
to the historical data of each AWS represents a suitable tool to be linked to a real-time
precipitation warning system. The study of the CRHUDA model as an extremely practical
algorithm for warning systems should be extended.
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