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Abstract: The ground reference dataset used in the assessment of classification accuracy is typically
assumed implicitly to be perfect (i.e., 100% correct and representing ground truth). Rarely is this
assumption valid, and errors in the ground dataset can cause the apparent accuracy of a classification
to differ greatly from reality. The effect of variations in the quality in the ground dataset and of class
abundance on accuracy assessment is explored. Using simulations of realistic scenarios encountered
in remote sensing, it is shown that substantial bias can be introduced into a study through the use of
an imperfect ground dataset. Specifically, estimates of accuracy on a per-class and overall basis, as
well as of a derived variable, class areal extent, can be biased as a result of ground data error. The
specific impacts of ground data error vary with the magnitude and nature of the errors, as well as
the relative abundance of the classes. The community is urged to be wary of direct interpretation
of accuracy assessments and to seek to address the problems that arise from the use of imperfect
ground data.
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1. Introduction

The expression ground truth has been used widely in geomatics. It is a term that
implies a perfect or completely truthful representation of the relevant aspect of the world
under study (e.g., land cover class, building height, etc.). Rarely will any dataset be perfect,
and hence, some degree of error is likely to exist. Because of this situation, many researchers
avoid the expression ground truth and use terms such as ground or reference data instead.
While the latter terms show an awareness of a major limitation with ground datasets, they
do not actually address the impacts that arise as a function of using an imperfect ground
dataset. Here, the focus is on some issues that arise in classification studies, such as those
used to generate thematic information from remotely sensed data.

The ground data used in an image classification have a fundamental role in the analysis
and interpretation of the results obtained. In popular supervised image classifications,
ground data are used to train and assess the accuracy of the classification analysis. A variety
of myths about classification analyses exist and are embedded in the community’s standard
practices. Some myths relate to methods used and their assumptions about the data. For
example, fundamental assumptions about the data may be untenable (e.g., pure pixels,
exhaustively defined set of classes, etc.), and the metrics used in accuracy assessment may
be inappropriate [1] or may not possess attributes often claimed [2]. Here, some interlinked
issues on the nature of the classes and ground data used in accuracy assessment, notably
related to class abundance and data quality, are flagged to help encourage the research
community to more fully address ground data imperfections in research. Writing this
opinion piece occurred when finalising an article [2] on the impacts of using an imperfect
reference standard on the interpretation of a range of classification accuracy metrics. The
latter provides a foundation here to flag some key issues associated with the typical absence
of ground truth on classification accuracy assessment in geomatics.
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Fundamentally, an accuracy assessment involves the comparison of the class labels
predicted by a classifier against those observed in reality. The latter is the ground truth,
which provides a perfect characterisation of reality and is, therefore, a true gold standard
reference. A basic and widely used metric of classification accuracy is simply the proportion
of cases that the classifier labelled correctly, often expressed as a percentage and referred to
as overall accuracy. Although this is a legitimate approach to use in an accuracy assessment
and does convey some useful information, it is not well-suited for use as a metric of
overall accuracy [3-5]. Two well-known but often ignored concerns with the metric are
relevant here. First, the relative abundance of the classes can impact the analysis. If the
classes are imbalanced, a poor classifier that simply tends to allocate labels to a relatively
abundant class could appear more accurate and useful than it is [6]. Second, the ground
dataset is rarely perfect and hence contains error. In essence, ground truth is typically a
mythical entity; it rarely exists, and an imperfect characterisation of reality is normally
used as a reference in accuracy assessment. The imperfections in the ground data can cause
substantial biases in an accuracy assessment and complicate interpretation because the use
of a gold standard reference is implicitly assumed in the analysis [2]. The failure to satisfy
this assumed condition leads to misestimation of accuracy, misinterpretation of results, and
potentially incorrect decision-making.

The problems associated with relative class abundance and ground data quality on an
accuracy assessment are well-known and can be illustrated with a basic binary classification.
This type of classification is widely encountered in geomatics, for example, in studies of
change such as deforestation or when attention is focussed on a specific class such as
an invasive species. Here, the generic class names of positive and negative are used for
convenience. The relative abundance of the classes (often referred to as prevalence) can
be quantified as the ratio of the true number of positive cases to the total sample size.
When this ratio is 0.5, the two classes are of equal size. The classes are imbalanced as the
ratio deviates from 0.5. For example, the smaller the value, the rarer the positive class
is in the dataset. The accuracy assessment itself is typically based on a confusion matrix
formed by the cross-tabulation of the classifier’s predicted labels against the corresponding
ground data labels for a sample of cases. Good practice advice for undertaking the accuracy
assessment exists [7] and underpins major applications such as in support of environmental
policy [8]. While these good practices recognise that problems exist with ground data, they
do not fully address them. For example, the good practice advice encourages the use of a
ground reference dataset that is more accurate than the classification being evaluated [7],
but this does not act to reduce or remove the biases caused by the data imperfections that
are present. Here, the aim is to give a guide to the magnitude of the problems of using an
imperfect ground dataset in classification accuracy assessment to raise awareness of key
issues and encourage activity to address them.

2. How Accurate Are Ground Data?

The literature provides a guide to the accuracy of ground datasets used in geomatics.
For example, expert image interpreters are often used to generate ground data. Typically,
a small group of experts is provided with fine spatial resolution imagery for a set of
locations and other relevant materials such as a classification key that may aid in labelling.
The degree of agreement between the experts in their labelling of the same set of images
provides a guide to the accuracy of the labels. Agreement is only an imperfect indicator of
the accuracy of labelling because it is, for example, possible for experts to incorrectly agree
on their labelling, and in such circumstances, accuracy is less than indicated by agreement.

In a study focused on mapping ponded water and slush on ice shelves, [9] observed
large levels of inter-expert disagreement. Specifically, [9] show the average level of agree-
ment for ponded water and slush to be 78% and 71%, respectively. In addition, the level of
agreement observed was found to vary geographically between test sites [9]. Similarly, [10]
assessed the level of inter-expert agreement for class labelling in a highly fragmented
landscape in Amazonia. Specifically, [10] report an average level of inter-expert agreement
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of 86%. In addition, they note substantial differences in inter-expert agreement between
land cover classes. For example, inter-expert agreement for second growth forests was
just 48.8%, but 92.1% for primary forest [10]. Other terrestrial features interpreted from
remotely sensed imagery may be imperfectly characterized. For example, in mapping geo-
morphological features such as eskers from Landsat imagery, [11] noted that 75% of esker
ridges were correctly identified, while the remaining 25% were missed mainly because of
their small size relative to the spatial resolution of the imagery used. Critically, studies such
as those by [9-11] highlight substantial disagreement and error in the labelling of features
from imagery by experts. Crudely, this literature suggests that the overall magnitude of the
error in a dataset could often be up to 30%, but with variation between classes and in space.

Other studies that have explicitly addressed the quality of ground datasets confirm
that large errors may exist. For example, [12] refers to a ground dataset with an overall
accuracy of 82.4%. Such studies recognise the existence of relatively large error levels but
also satisfaction with the datasets. For example, [12] highlight that the dataset with an
overall accuracy of 82.4% “can be considered as a satisfying reference” ([12], p. 3189). Thus,
our community appears to be aware of the existence of ground data error and comfortable
with what appear to be large error rates.

The concern with ground data quality is not limited to simply the magnitude of mis-
labelling. A further issue of concern is the nature of the errors and, in particular, the degree
of independence of errors in the image classification to be assessed and the ground dataset.
If the errors in the classification and ground data tend to occur with the same cases, the
errors are conditionally dependent or correlated. This type of error may be expected to arise
when the process of labelling in the image classification and ground data is the same or
similar. This situation might be expected to occur in contemporary remote sensing research
as the ground data often arise from analysis of imagery with a finer spatial resolution than
that used to generate the classified image. Independent errors might arise when the process
of labelling in the two datasets is different. For example, if the ground data labelling was
based on field observation and hence used a set of attributes different from those used
in classifying the imagery. The distinction between independent and correlated errors is
important as they have a major influence on the direction of mis-estimation [2]. The relative
magnitude of omission and commission errors as well as differences in class size can also
impact on the assessment of classification accuracy.

3. Materials and Methods

For illustrative purposes, the estimation of classification accuracy under a range of
circumstances can be simulated [2]. Here, a binary classification that meets a common albeit
questionable accuracy target used in geomatics research will be assessed using ground
datasets of variable quality and over the range of possible class imbalances. Throughout,
the classification being evaluated was 85% correct with each class classified to the same
accuracy (i.e., producer’s accuracy of each class was 85%).

Two sets of analyses were undertaken. First, the accuracy of a classification was
assessed using a perfect ground reference dataset (i.e., 100% correct) and also with very high-
quality ground datasets for three scenarios (Table 1). The values used in the simulations
are relatively arbitrary, but to keep relevance to real-world applications, they were based
on recently published research. Considerable attention has recently focused on mapping
terrestrial water bodies, and very high accuracies calculated on a per-class and overall basis
have been reported (e.g., [13-15]). Nonetheless, small errors may occur in the ground data.
In a discussion on the quality of the ground data, [13] report commission errors of a little
less than 1% and omission errors a little less than 5%. One specific case presented by [13]
was taken to form scenario I (Table 1). Scenario I is based explicitly on actual estimates of
ground data quality. Two other scenarios, scenarios II and III, were explored. These were
based on recent classification studies by [15], and while not explicitly based on ground
data quality, they involve highly accurate classifications and are compatible with values
indicated by [13]. For example, the levels of error in the two ground datasets in scenarios II
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and III were small, with omission errors over the two classes of 0.4%, 0.5%, 1.5%, and 5.2%.
Scenarios II and III do have important differences, notably in the relative accuracy of the
positive (water) and negative (no-water) classes.

Table 1. Nature of the ground data used in simulations based on studies of water mapping.

Producer’s Accuracy (%)

Scenario Abundance + — Comment
: 003 %625 998 o eragereported in Extended Dt Table Lin [17],
I 0.27 94.80 99.60 ?gks)iejs (;na ;rlecflélztsoffo[r1 ;?gion D in 2020 reportedin
I 0.22 99.50 98.40 ?gsfﬁs (;r; ;ez;t;lztsoffo[rl ge}:gion A in 2020 reportedin

For all three scenarios, the assessments of classification accuracy were made relative to
two simulated ground datasets, one containing correlated errors and the other containing
independent errors. These simulations provide examples to illustrate key issues based on
realistic conditions for real-world applications. The simulations are focused on mapping to
a level often used as a target (overall accuracy of 85%) and basing the accuracy assessment
on very high-quality ground datasets.

To further illustrate issues connected to the magnitude of ground data error and the
impact of variations in class abundance, a further set of analyses were undertaken. Again,
the classifier under evaluation was 85% correct. This classification was then assessed
relative to five ground datasets. First, an error-free, true gold-standard dataset was used
to illustrate the result obtained when the assumption of ground truth was valid. The
assessment was then repeated using imperfect ground datasets. The latter had two levels
of error. One ground dataset was marginally more accurate (overall accuracy = 86%, classes
have equal producer’s accuracy), and the other was substantially more accurate (overall
accuracy = 95%, classes have equal producer’s accuracy) than the classification under-
assessment. These latter assessments were undertaken twice, once with the errors in the
ground data conditionally independent of those in the classification and again with the
errors correlated with those in the classification. As noted above, both situations could
be expected to occur in remote sensing applications. For example, correlated error can
be expected if the labelling is based on the same phenomenon or process. Alternatively,
independent errors might emerge if the labelling arises in a different way, perhaps from
authoritative field work or, increasingly, provided by citizens [16]. Such labelling may be
based on very different attributes than those used in an image classification but still may be
imperfect and represent a challenge for the successful use of such data [17]. Details on the
calculations that underpin the simulations are given in [2] and are based on the approaches
of [18] and [19] for independent and correlated errors, respectively.

Many metrics of classification accuracy may be calculated for a binary classifica-
tion [20]. These metrics make variable use of the content of the four elements of a binary
confusion matrix: true positives (IPs), true negatives (TNs), false positives (FPs) and false
negatives (FNs). Here, the focus is on just four metrics that are widely used in geomatics.
For per-class accuracy, the metrics were the producer’s and user’s accuracy for the positive
class, sometimes referred to as recall and precision, respectively. These metrics can be

calculated from:
Producer’saccuracy = TP
Y= TP+ N

and
User’saccuracy = TP
Y= TP FP
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The other two metrics of accuracy assessed are often used to provide a guide to the
overall accuracy of a classification. The metrics were F; and the Matthews correlation
coefficient (MCC). F; has been widely promoted, especially in cases of concerns about class
balance [21], and the MCC has been promoted as a truthful metric for all classification
analyses in all subject areas [22]. These metrics can be calculated from:

Producer’saccuracy x User'saccuracy 2TP
Producer’saccuracy + User’saccuracy ~ 2TP + FN + FP

F1=2X

and
(TP x TN) — (FN x FP)

MCC =
/(TP £ FP) x (TP + FN) x (IN + FP) x (TN + FN)

The values of each of the four accuracy metrics are positively related to classification
quality and lie on a 0-1 scale. Sometimes, the value calculated is multiplied by 100 and
expressed as a percentage. The issues reported in this article are explored further with a
wider set of accuracy metrics in [2].

A large number of other metrics are available for use in accuracy assessments (e.g., [1,20,23,24]).
Like Fj, some are essentially combinations of basic metrics. For example, the receiver
operator characteristic curve (ROC), and especially the area under this curve, has been
widely used in accuracy assessments. The ROC is based on the producer’s accuracy,
calculated for both the positive and negative classes. Clearly, if the calculation of the
producer’s accuracy for a class is impacted by issues such as class balance and ground data
error, then metrics based upon it would also be impacted, the exact nature of the impact
depending on the specific circumstances. Additional concerns have also been noted when
using the area under the ROC for the assessment of binary classifications [25,26]. Critically,
an accuracy assessment may be expected to be erroneous and potentially misleading
whatever metric is used if the ground data are imperfect.

4. Results and Discussion

The confusion matrices and associated apparent accuracy values arising from the
simulations based on mapping water and using very high-quality ground datasets are
shown in Figure 1. The key feature to note is that the confusion matrices and the measures
calculated from them differ depending on which ground dataset was used. Note, for
example, that with the ground dataset containing correlated errors, all four accuracy
metrics were overestimated for scenario I (Figure 1a). What constitutes a significant and
meaningful mis-estimation will vary from study to study, but critically, relatively large
misestimation may arise even when a very high-quality ground dataset is used. This is
particularly evident in scenario I for the producer’s accuracy, which was estimated at nearly
89% instead of 85% (Figure 1a). Conversely, with the use of the ground dataset containing
independent errors, all four accuracy metrics were underestimated (Figure 1a).

Misestimation was also evident in the results for scenarios II and III (Figure 1b,c). Key
trends remain, such as all four accuracy metrics being overestimated when the reference
dataset contains correlated errors. But there are notable differences between scenarios II
and III illustrated in Figure 1. For example, with scenario II (Figure 1b), it is evident that
abundance is slightly underestimated while it is overestimated in scenario III (Figure 1c).
Additionally, the user’s accuracy is over-estimated in scenario III with the use of each
imperfect ground dataset, unlike the other two scenarios in which overestimation is associ-
ated with the use of the ground dataset containing correlated errors (Figure 1). Differences
between scenarios II and III in Figure 1b,c are, in part, linked to the small difference in
abundance of water but especially to the dissimilar nature of the errors in the ground
datasets. Note in scenario II, the producer’s accuracy of the negative class was larger than
that for the positive class, while the opposite situation occurred in scenario III (Table 1).
The relative magnitudes of the errors of omission and commission combined with relative
class abundances can have a marked impact on the analysis. Critically, the size and nature
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of errors in the ground dataset, even if small, can therefore have a marked impact on an
accuracy assessment even when the magnitude of error in the ground dataset is low.

No error Correlated errors Independent errors
Class + - I Class + - 3 Class + - b3
- 0.0255] 0.1455 | 0.1710 + 0.0256] 0.1454 | 0.1710 + 0.0245| 0.1464 | 0.1710
- 0.0045] 0.8245 | 0.8290 - 0.0034| 0.8256 | 0.8290 - 0.0044| 0.8245 | 0.8290
z 0.0300] 0.9700 1 b 0.0290] 0.9710 1 z 0.0290| 0.9710 1

Abundance (prevalence) = 0.030
Producer’s accuracy = 0.850
User's accuracy = 0.149

Abundance (prevalence) = 0.029
Producer’s accuracy = 0.884
User's accuracy = 0.150

Abundance (prevalence) = 0.029
Producer’s accuracy = 0.846
User's accuracy = 0.143

F1=0254 F1=0.256 F1=0.245
MCC =0.317 MCC = 0.327 MCC =0.310
(a)
Class - - 3 Class - - I Class + - 3
- 0.2295| 0.1095 | 0.3390 3 0.2324| 0.1065 | 0.3389 + 0.2180] 0.1209 | 0.3389
- 0.0405| 0.6205 | 06610 - 0.0264| 0.6345 | 0.6609 - 0.0408 | 0.6201 | 0.6609
z 0.2700] 0.7300 1 I 0.2588| 0.7410 1 b3 0.2588| 0.7410 1

Abundance (prevalence) = 0.270
Producer’s accuracy = 0.850
User's accuracy = 0.677

Abundance (prevalence) = 0.258
Producer’s accuracy = 0.898
User's accuracy = 0.685

Abundance (prevalence) = 0.258
Producer’s accuracy = 0.842
User's accuracy = 0.643

F1=0.753 F1=0.777 F1=0.729
MCC = 0.656 MCC = 0.697 MCC = 0628
(b)
Class + - 3 Class + - b3 Class + - 3
- 0.1870] 0.1170 | 0.3040 + 0.1994] 01045 | 0.3039 + 0.1879] 0.1160 | 0.3039
- 0.0330] 0.6630 | 0.6960 - 00319/ 06641 | 06960 - 0.0434| 06526 | 0.6960
I |0.2200] 0.7800 1 b3 02313 0.7686 1 I |0.2313] 0.7686 1

Abundance (prevalence) = 0.220

Abundance (prevalence) = 0.231

Abundance (prevalence) = 0.231

Producer’s accuracy = 0.850 Producer’s accuracy = 0.862 Producer’s accuracy = 0.812
User’s accuracy = 0.615 User's accuracy = 0.656 User's accuracy = 0.618
F1=0714 Fi1=0.745 Fi1=0.702

MCC =0.630 MCC = 0.666 MCC = 0.606

(c)

Figure 1. Confusion matrices for accuracy assessment and calculated metrics. (a) Scenario I,
(b) scenario II, and (c) scenario IIl. In each matrix, the values shown are proportions, with the
columns showing the ground data and the rows showing the classification.

The second set of analyses focused on variations in class abundance and ground data
quality. Variations in both class abundance and ground data quality had substantial effects
on all four accuracy metrics assessed (Figure 2). In every scenario assessed, in which the
producer’s accuracy for the two classes in the ground dataset were of equal magnitude, it
was evident that classification accuracy was misestimated, deviating from the true accuracy
estimated with a gold standard reference (shown as the solid black line). The magnitude of
misestimation varied with the relative abundance of the classes and was also positively
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related to the degree of error in the ground dataset. One feature to note is that substantial
misestimation could be observed when the ground dataset was very accurate (e.g., the
producer’s accuracy at very low values of abundance drops from 85% to 15% when the

errors were independent).

Figure 2. Relationships between apparent accuracy values and relative class abundance. Values
arising from the use of a gold standard are shown with a solid line, the use of 95% accurate ground
data are shown with a dashed line, and the use of 86% accurate ground data are shown with a dotted
line. Results from the use of an imperfect ground dataset with correlated and independent errors are
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The direction of the bias in the apparent classification accuracy observed was depen-
dent on the nature of the errors in the ground dataset. With correlated errors, it was evident
that classification accuracy, assessed by all four metrics, was overestimated. Conversely, the
accuracy metrics tended to be underestimated if the errors were independent; two small
exceptions to the general trend are observed for user’s accuracy and F; at low values of
abundance (Figure 2).

It was also evident that for all of the metrics, the apparent value of accuracy varied
with the relative abundance of the classes. Note that this includes the producer’s accuracy,
a metric often claimed to be independent of abundance (prevalence). The theoretical
independence of abundance that exists for this metric is lost with the use of an imperfect
ground dataset.

Lastly, derived products may also be misestimated. For example, there is often interest
in the areal extent of the classes, which is indicated by the relative abundance. As noted in
earlier analyses (Figure 1), when an imperfect ground dataset is used, not only is accuracy
misestimated but so too are estimates of class extent. As a guide, for the specific scenarios
illustrated, the areal extent of the positive class tended to be overestimated when it is rare in
the classification set and overestimated if it is more abundant than the negative class. The
magnitude of misestimation is greatest at extreme values of class abundance. To illustrate
the magnitude of the issue, when the real abundance was 0.01 (i.e., 1%) and the ground
dataset that was 86% accurate was used, the apparent abundance is nearly 15 times larger
than the true value at 0.147. The exact nature of the misestimation will depend on the
specific circumstances (e.g., inter-class differences in error levels, Figure 1).

The misestimation of accuracy and class abundance due to the use of an imperfect
reference is well-known yet rarely is anything done about it [2,4]. There are, however, a
variety of actions that can be taken to help address the problems associated with the use of
an imperfect ground dataset. First, the problems need to be recognised and apparent values
of accuracy and/or class area treated with caution. Researchers should avoid naive use of
apparent values of classification accuracy and class areal extent, recognising the need to be
wary of interpreting them directly. Rather, the impacts of the imperfect reference should
be accounted for. A range of approaches to address the problem of an imperfect ground
dataset exist [27]. Researchers could, for example, estimate the quality of the ground data
and use this to calculate true values. The correction of apparent values to true values is
relatively straightforward if the errors are known and independent [18] but can still be
undertaken when the errors are initially unknown and correlated [19]. An alternative
approach is to essentially construct a reference standard by combining results from a series
of imperfect classifications applied to a dataset [27]. One such approach is based on latent
class analysis. This latter analysis can be used to estimate classification accuracy from the
pattern of results obtained by applying multiple classifiers to the dataset. This is simple in
remote sensing as a range of different methods of classification are available for application
to a dataset (e.g., [28,29]). This approach can also be used with both independent and
correlated errors. Latent class analysis has been used to estimate both image classification
accuracy [30] as well as the accuracy of data provided by citizens, which could be used
as ground data [31]. Other studies have further illustrated the potential of model-based
methods and inference when ground data are limited or unavailable [32,33].

5. Conclusions

Ground truth is implicitly assumed to be used in a classification accuracy assessment,
yet it rarely exists. Error in the ground data will introduce potentially large biases, and
the resulting apparent values of classification accuracy can differ greatly from reality.
This situation can lead to misinterpretation, and ultimately, poor decision-making. The
magnitude of the problems associated with error in the ground dataset will vary with the
amount and nature of the errors.

The concerns noted here about ground data quality are well-known yet rarely ad-
dressed. Action to address the impacts of using an imperfect reference, however, should be
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undertaken as the impacts can be large and are likely to be commonplace. Indeed, if gold
standard reference data are rare, then it follows that incorrect accuracy assessments are
superabundant. Being provocative, the apparent accuracy of classifications and of derived
products such as estimates of class areal extent reported in the geomatics literature are open
to substantial error and misinterpretation. The reality is that most (virtually all?) accuracy
assessments are biased because of the use of an imperfect reference.

The research community needs to go beyond recognizing that problems with ground
data exist to actually addressing them. Additionally, while the focus in this opinion piece
was on accuracy assessment, it should be noted that error in the ground data used to train
a classification also requires attention as it can degrade the analysis [34-37]. Variations in
class abundance also impact the training of image classifications [38]. Critically, ground
truth is often a myth, and the reality is that imperfect ground data are typically used in
classification analyses, which can have potentially large negative impacts. Addressing
the issue of imperfect ground data will help realise the full potential of geomatics and the
applications that depend on it.
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