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#### Abstract

This work introduces a new method for the exploration of solutions space in complex problems. This method consists of the build of a latent space which gives a new encoding of the solution space. We map the objective function on the latent space using a manifold, i.e., a mathematical object defined by an equations system. The latent space is built with some knowledge of the objective function to make the mapping of the manifold easier. In this work, we introduce a new encoding for the Travelling Salesman Problem (TSP) and we give a new method for finding the optimal round.
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## 1. Introduction

Manifolds are mathematical objects which can represent high-dimension points intrinsically linked to a low-dimension space [1]. Manifolds are used in dimension reduction for the classification of complex objects like facial expressions or different views from the same scene. We want to achieve the resolution of complex problems like the Travelling Salesman Problem (TSP) [2,3] by using manifolds to map the objective function to the solutions space. We can then use the manifold to explore the solutions space and find the optimum solution. However, the solutions space is often too complex and various dimensionsto allow this. Our solution is to describe the solutions space with a latent space of lower dimensions, which is simpler to explore. The manifold can then be defined with simple functions which make the findings of the optimum solution easier. We will apply this protocol on the TSP and give an example.

## 2. Materials and Methods

The goal of this paper is to find a latent space which is linked to the objective function. This latent space will be mapped by a tree formed by the distance matrix. In fact, we normally define the objective function of TSP problems by the Equation (1) [4-6].

$$
\begin{equation*}
Z=\sum_{i \neq j} d_{i j} x_{i j} \tag{1}
\end{equation*}
$$

The link between the solution represented by $x$ and the objective value $Z$ is the distance matrix $d$. We want to include a part of the knowledge from this distance matrix in the encoding of the solution.

To achieve this, we will use a tree to sort the different solutions based on the links used in the travel. We assume that travels with short links have lower lengths than travels which do not use them. We can then repeatedly split the set of solutions in respect of the use of some links until all solutions have been allocated to a leaf node of the tree. The new encoding is then obtained by numbering the solutions by the use of the best links.

The Algorithms 1 and 2 shows the recursive building of the encoding tree.

```
Algorithm 1 Calculate the encoding tree
    \(S \leftarrow\) set of all solutions
    \(\mathrm{L} \leftarrow\) list of links sorted accordingly to the distance matrix
    tree \(\leftarrow\) buildNode(S, L)
```

```
Algorithm 2 Function buildNode(Solution Set S, Links List L)
```

Algorithm 2 Function buildNode(Solution Set S, Links List L)
if $S$ has more than one solution then
if $S$ has more than one solution then
$1 \leftarrow$ first link of L (the best link)
$1 \leftarrow$ first link of L (the best link)
while $S$ has no solution with 1 or $S$ has no solution without 1 do
while $S$ has no solution with 1 or $S$ has no solution without 1 do
Remove 1 from L
Remove 1 from L
$1 \leftarrow$ first link of L (the new best link)
$1 \leftarrow$ first link of L (the new best link)
end while
end while
S1 $\leftarrow$ the set of solutions of $S$ with the link 1
S1 $\leftarrow$ the set of solutions of $S$ with the link 1
S2 $\leftarrow$ the set of solutions of S without the link 1
S2 $\leftarrow$ the set of solutions of S without the link 1
node $\leftarrow$ new intermediate node with l
node $\leftarrow$ new intermediate node with l
Remove 1 from L
Remove 1 from L
node.leftChild $\leftarrow$ buildNode(S1, L)
node.leftChild $\leftarrow$ buildNode(S1, L)
node.rightChild $\leftarrow$ buildNode(S2, L)
node.rightChild $\leftarrow$ buildNode(S2, L)
return node
return node
else
else
return new leaf node with the unique solution of $S$
return new leaf node with the unique solution of $S$
end if

```
    end if
```


## 3. Results

For example, the Equation (2) gives the distance matrix of a TSP with 4 nodes.

$$
d=\left(\begin{array}{ccccc}
0 & 8 & 39 & 37 & 50  \tag{2}\\
8 & 0 & 45 & 47 & 49 \\
39 & 45 & 0 & 9 & 21 \\
37 & 47 & 9 & 0 & 15 \\
50 & 49 & 21 & 15 & 0
\end{array}\right)
$$

The list of the ten links of this problem is sorted in the Table 1.
Table 1. List of the links for the TSP example sorted by the distance.

| Distance | Link |
| :---: | :---: |
| 8 | $(0,1)$ |
| 9 | $(2,3)$ |
| 15 | $(3,4)$ |
| 21 | $(2,4)$ |
| 37 | $(0,3)$ |
| 39 | $(0,2)$ |
| 45 | $(1,2)$ |
| 47 | $(1,3)$ |
| 49 | $(1,4)$ |
| 50 | $(0,4)$ |

With this list, we can build the encoding tree (Figure 1). On each node, we choose the first link in the list allowing the split of the solutions space. The left child of this node takes the solutions using that link and the right child the others which do not use the link. By continually splitting the solutions space, each solution is assigned to a leaf node of the tree. We can now number the solutions from left to right and we obtain the new encoding in the Table 2.


Figure 1. Encoding tree: each intermediate node (round shape) represents a splitting of the solution space based on the use of a link (the left branch keeps the solutions using the link, the right branch the solutions without the link), the number in square brackets indicates the number of solutions; the leaf nodes (rectangle shape) represents the solutions.

Table 2. The new encoding of the solutions of the TSP example.

| Encoding | Solution |
| :---: | :---: |
| 0 | $\{1,4,3,2\}$ |
| 1 | $\{1,2,3,4\}$ |
| 2 | $\{1,4,2,3\}$ |
| 3 | $\{1,3,2,4\}$ |
| 4 | $\{1,2,4,3\}$ |
| 5 | $\{1,3,4,2\}$ |
| 6 | $\{3,2,1,4\}$ |
| 7 | $\{2,3,1,4\}$ |
| 8 | $\{2,1,4,3\}$ |
| 9 | $\{2,1,3,4\}$ |
| 10 | $\{2,4,1,3\}$ |
| 11 | $\{3,1,2,4\}$ |

Figure 2 compares this new encoding with the real rank of the solution, i.e., a sort of the solutions from the best (numbered 0) to the worst. Despite being imperfect, the new encoding shows a tendency between the new encoding and the objective value represented by the rank. We can also see the different branches of the encoding tree.

To demonstrate the drawbacks of the method, the new encoding has been calculated on several simulated TSPs with seven nodes. The results are displayed in Figure 3. The plots show the distribution of the objective value according to the encoding. Three cases are represented with two examples in each:

- The plots (a) and (b) represent a good resolution of the TSP. The optimum is the left most point, encoded with the value 0 . The plots clearly show some branches of the encoding tree;
- The plots (c) and (d) display two examples where the optimum is not encoded with 0 . It indicates that the tree incorrectly splits the solutions space at some point in the tree. Furthermore, the plot (d) shows that the optimum is not seen clearly in the first branch, which indicates that the wrong split is situated in the tree;
- The plots (e) and (f) show some examples where the encoding fails. The reason could be the low range of distances used for these TSPs. On the plot (e), the branches are difficult to see.


Figure 2. Graph of the new encoding: the horizontal axis represents the rank of a solution ( 0 is the optimum) and the vertical axis the encoding of that solution.


Figure 3. Cont.


Figure 3. Simulations of the new encoding on several TSP problems with 7 nodes.

## 4. Discussion

We have an encoding which links the solution to the distance matrix; we need to link this encoding to the objective value. As the encoding is partially aware of the objective value, the neighbourhood of each solution is defined on the objective function. A simple function can be used to link this encoding to the objective value, e.g., a polynomial function. The fitting of this polynomial function to the different points representing the solutions can be made with a simple least-square optimization. Finding the minimum of the polynomial in the encoding space is also simple but can lead to multiple stationary points. As the fitting is not perfect, we need to explore a neighbourhood of each minimum to expect finding the optimum. As the encoding is scalar, it is fairly easy. This neighbourhood will be defined on the latent space of low dimension, which is easier to explore. In fact, the parametrization creates a new encoding of a solution which allows a guided exploration of the solutions space according to the objective, which can simplify the search of the optimal value.

Our new method for finding the optimum is describe as follows:

1. Build a portion of the encoding tree: the stopping criteria can be based on an upper bound of the optimum value [7];
2. For each leaf node which has multiple solutions, choose the solution which uses the better links: the encoding is found by counting the solutions on the branches placed on the left side;
3. Map a manifold of the objective value on the solutions space with the subset of solutions chosen:
4. Find the minimum/minima of this manifold: as the function used is very simple, it should not be too difficult to differentiate and search for the stationary points;
5. The optimum should be found on a neighbourhood of the minimum or one of the neighbourhoods of the minimum/minima if there are multiple local minimums on the solutions space.
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