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Abstract: We apply Shannon entropy as a measure of information content in survey data, 
and define information efficiency as the empirical entropy divided by the maximum 
attainable entropy. In a case study of the Norwegian Function Assessment Scale, entropy 
calculations show that the 5-point response version has higher information efficiency than 
the 4-point version. 
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1. Introduction  

When we invest the time and effort of researchers and participants in a population survey, we 
naturally want the collected information to be as valuable as possible, and informally we may express 
the value as a product of information quality and quantity. Researchers routinely evaluate the quality 
of the information in survey data using advanced concepts of reliability (absence of random noise) and 
validity (whether or not we are measuring the right thing). To this end it is standard practice to apply 
advanced statistics like Cronbach’s alpha, Cohen’s Kappa, item-to-item correlations, etc. [1].  

Information quantity, however, is often evaluated much more crudely. Usually, it is measured as the 
number of respondents, the number of questions and the number of response options, at best. We see 
this as an imbalance, and claim that information quantity should be evaluated according to information 
theory. Hence, we argue that the Shannon entropy [2] of the response distribution is the natural scale 
for quantifying information content for the responses to a survey question: 
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where n is the number of respondents, pi are the probabilities of the k different response values. The 
maximum entropy is of course attained when  kppp k /1...21 ==== , giving )(log2 kn . We define 

the information efficiency of a question in a questionnaire as the empirical entropy divided by the 
maximum entropy obtainable for the given question. It measures to what extent the responders use the 
available options–on a scale from 0 to 1–and is likely to be more intuitively appealing than the entropy 
number itself.  

Based on our literature search, our approach appears to be novel. Wu and Zhang [3] apply an 
information-theoretic approach to the use of auxiliary information from survey data, including entropy 
evaluations. However, their purpose is to create statistical estimators with low variance, rather than 
quantifying information. In formal diagnostic reasoning, the utility of performing a test is sometimes 
evaluated in terms of reduction of the entropy of the distribution of alternative diagnoses [4]. Along 
the same lines, Tu et al. [5] use entropy to evaluate the informativeness of an HIV screening program. 
Cox [6] applies entropy computations to questionnaire design, with focus on signal-to-noise relations, 
which aim at evaluating information quality, rather than quantity. 

2. Application to the Norwegian Function Assessment Scale 

The Norwegian Function Assessment Scale is a self-administered instrument containing 39 items, 
which exists in a 4- and a 5-point response version. A randomized comparison of these was performed 
by Østerås et al. [7], with a total 3,325 respondents. We refer to [7] for further information on the 
surveys. For the separate questions, the entropies divided by the number of respondents varied from 
0.232 to 1.186 for the 4-points version, and from 0.406 to 1.580 for the one with 5 options. This gives 
a range of information efficiencies for the 4-point scale of (0.116, 0.593), and (0.175, 0.680) for the  
5-point version. The average information efficiencies were 0.345 and 0.401, respectively. The 
interpretation of these numbers is that the 4-point version collected 34.5% of the information possible, 
while 5-point version collected 40.1%. 

3. Discussion 

To increase information efficiency, one should seek to define response alternatives that will be 
chosen with approximately equal frequency. Beyond this general advice, information efficiency 
provides a theoretically sound measure of response spread. A special case of low information 
efficiency occurs when a large portion of the respondents choose the highest (or lowest), from a list of 
ordered categories. We recognize this as a so-called ceiling (or floor) effect. A possible 
countermeasure is to refine the scale near the end where most subjects respond, which was actually 
done in the 4- to 5-point scale example above. The response entropy can also be increased through 
selective sampling, where respondents that are more likely to give unusual responses are oversampled, 
which is common in epidemiology. 

Our motivation for introducing an entropy-based measure was a perceived imbalance between 
researchers’ focus on quality and quantity of information in survey data. There is often a trade-off 
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between these, and although we believe that quantity has in general received too little attention, one 
should not go overboard by focusing on entropy alone. In particular, one should be aware that random 
noise in the responses will normally increase the information quantity at the expense of the quality. In 
this case, quality must of course be given priority. 

4. Conclusions 

Our conclusion supports that of Østerås et al. [7], in that the 5-point version should be preferred. 
Not only did it collect more information in absolute terms, it did so also according to our information 
efficiency criterion, which controls for the number of response categories. In this study, entropy-based 
information efficiency appears to be a useful concept, and we believe this will be the case for most 
questionnaire surveys. 
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