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Abstract: The nonadditive entropy Sq has been introduced in 1988 focusing on a

generalization of Boltzmann–Gibbs (BG) statistical mechanics. The aim was to cover a

(possibly wide) class of systems among those very many which violate hypothesis such

as ergodicity, under which the BG theory is expected to be valid. It is now known that

Sq has a large applicability; more specifically speaking, even outside Hamiltonian systems

and their thermodynamical approach. In the present paper we review and comment some

relevant aspects of this entropy, namely (i) Additivity versus extensivity; (ii) Probability

distributions that constitute attractors in the sense of Central Limit Theorems; (iii) The

analysis of paradigmatic low-dimensional nonlinear dynamical systems near the edge of

chaos; and (iv) The analysis of paradigmatic long-range-interacting many-body classical

Hamiltonian systems. Finally, we exhibit recent as well as typical predictions, verifications

and applications of these concepts in natural, artificial, and social systems, as shown through

theoretical, experimental, observational and computational results.
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1. Introduction

In the 1870s Ludwig Boltzmann introduced a microscopic expression for the thermodynamic

entropy introduced by Clausius a few years earlier in the frame of thermodynamics. This expression,

complemented by the remarkable contributions of Maxwell and of Gibbs, constitutes what we currently
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call today Statistical Mechanics. For reasons that will soon become clear, we shall here refer to this

theory as the Boltzmann–Gibbs (BG) statistical mechanics. Indeed, one may say that the developments

in this area along the last two decades strongly suggest that the epistemological process that is occurring

exhibits some similarity with what happened at the beginning of the 1900s with Mechanics, nowadays

frequently referred to as Newtonian mechanics, known to be particular limits of both relativistic
mechanics and quantum mechanics.

The functional form of the BG entropy SBG for a discrete set of probabilities {pi} is given by

SBG = −k
W∑
i=1

pi ln pi = k
W∑
i=1

pi ln
1

pi

( W∑
i=1

pi = 1
)

(1)

where W is the total number of microscopic possibilities (or configurations), and k a positive

conventional constant chosen once for ever (the most frequent choices are k = 1, or k = kB, where

kB is the Boltzmann constant). If all probabilities are equal, we obtain the celebrated expression

SBG = k lnW (2)

If the (physically dimensionless) variable x which characterizes the microscopic state of the system

is a D-dimensional continuous one, this expression is taken to be

SBG = −k

∫
dx p(x) ln p(x) = k

∫
dx p(x) ln

1

p(x)

(∫
dx p(x) = 1

)
(3)

and, if we are dealing with a quantum system, it is taken to be

SBG = −k Trρ ln ρ = k Trρ ln
1

ρ

(
Trρ = 1

)
(4)

where ρ is the density matrix. We shall indistinctively use here one or the other of these forms, depending

on the particular point we are addressing [1].

If our system is a dynamical one with an unique stationary state (a frequent case), this state (referred

to as thermal equilibrium, when we are dealing, in one way or another, with a macroscopically large

amount of particles) is the one which, under appropriate constraints, maximizes SBG. For example, for

D = 1, if we happen to know 〈x〉 ≡ ∫
dx x p(x), the maximizing distribution is given by

p(x) =
e−βx∫
dx e−βx

(β > 0) (5)

where β is the corresponding Lagrange parameter. To guarantee that
∫
dx e−βx is finite, we demand that

x only takes values above a minimal finite one xmin.

If 〈x〉 = 0, and we happen to know 〈x2〉, the maximizing distribution is given by

p(x) =
e−βx2

∫
dx e−βx2 (β > 0) (6)

where β is now the new corresponding Lagrange parameter [2]. This Gaussian form is known to be

consistent with the Maxwellian distribution of velocities for classical statistical mechanics, with the

solution of the standard Fokker–Planck equation in the presence of the most general quadratic potential,
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and also with the classical Central Limit Theorem (CLT). The latter basically states that if we consider

the sum SN =
∑N

i=1 Xi of N independent (or nearly independent in some sense) random variables {Xi},

each of them having a finite variance, this sum converges for N → ∞, after appropriate centering and

rescaling, to a Gaussian. This most important theorem can be proved in a variety of manners and under

slightly different hypothesis. One of those standard proofs uses the Fourier transform, which we shall

address later on.

Although no general rigorous first-principle proof (i.e., just using mechanics and theory of
probabilities, with no other hypothesis) yet exists for classical (or quantum) Hamiltonian systems [3],

there remains—after 140 years of impressive success—no reasonable doubt that the BG entropy is

the correct one to be used for a wide and important class of physical systems, basically those whose

(nonlinear) dynamics is strongly chaotic (meaning, for classical systems, positive maximal Lyapunov

exponent), hence mixing, hence ergodic. Among those very many that violate this hypothesis, there

is an important class, namely those that are weakly chaotic, meaning that the maximal Lyapunov

exponent vanishes. A vanishing maximal Lyapunov exponent means sub-exponential sensitivity to the

initial conditions, which corresponds of course to an infinite number of mathematical behaviors. There

is however one of those which can be considered as the most simple and natural one. We refer to a

power-law time-dependence of the sensitivity to the initial conditions. It has been proposed in 1988 [4]

(see also [5,6]) that the current statistical-mechanical methods can be extended to a wide class of

physical systems by just generalizing SBG into a nonadditive entropy, namely Sq (with S1 = SBG),

where the index q is a real number. It turned out that q �= 1 basically corresponds to the power-law

class referred above, and is consistently associated with a hierarchical or (multi) fractal geometry. This

q-generalization and its applications are briefly reviewed in the rest of the present paper, which is based

in fact on various previous books and reviews [7–12], parts of which are here followed/reproduced for

simplicity and self-completeness.

2. Additivity versus Extensivity

The q-generalized entropy Sq we are focusing on here is defined as follows [4]:

Sq = k
1−∑W

i=1 p
q
i

q − 1
(7)

= −k

W∑
i=1

pqi lnq pi = k

W∑
i=1

pi lnq
1

pi

( W∑
i=1

pi = 1
)

(8)

Sq = k
1− ∫

dx [p(x)]q

q − 1

= −k

∫
dx [p(x)]q lnq p(x) = k

∫
dx p(x) lnq

1

p(x)

(∫
dx p(x) = 1

)
(9)

and

Sq = k
1− Trρq

q − 1
= −k Trρq lnq ρ = k Trρ lnq

1

ρ

(
Trρ = 1

)
(10)

where q ∈ R, and

lnq z ≡ z1−q − 1

1− q
(ln1 z = ln z) (11)
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Equations (7), (9) and (10) respectively recover Equations (1), (3) and (4) in the q → 1 instance. This

theory is currently referred to as nonextensive statistical mechanics [4–7,9–12].

The entropy Sq (see [13] for historical details) satisfies the following property: if A and B are two

probabilistically independent systems (i.e., pA+B
ij = pAi p

B
j , ∀(i, j)), then

Sq(A+ B)

k
=

Sq(A)

k
+

Sq(B)

k
+ (1− q)

Sq(A)

k

Sq(B)

k
(12)

In other words, following Penrose’s definition of entropic additivity [14], Sq is additive for q = 1, and

nonadditive for q �= 1 [15].

Furthermore, if the probabilities are all equal, we have, for the discrete case, that

Sq = k lnq W (13)

which recovers Equation (2) in the q → 1 limit.

The thermodynamic property of extensivity is quite different from additivity. An entropy S(N) of a

system containing N independent or correlated elements (or subsystems) is said extensive if

0 < lim
N→∞

S(N)

N
< ∞ , i.e., S(N) ∝ N (N → ∞) (14)

What happens if the N elements are either strictly or nearly independent? In other words, what happens

if the system satisfies the following relation?

W (N) ∼ μN (N → ∞; μ > 1) (15)

This is the case of N coins (hence μ = 2), or of N dices (hence μ = 6). This is also the case, at

high temperature, of the Ising and Potts models with first-neighboring ferromagnetic interactions in any

Bravais lattice, and of a plethora of other important systems. For all systems satisfying Equation (15),

SBG is extensive since Definition (14) is satisfied.

But what happens if we have very strong generic correlations? More specifically, what happens if the

following power-law relation is satisfied?

Weff (N) ∼ N τ (N → ∞; τ > 0) (16)

where by Weff (N) (≤ W (N)) we denote the effective number of possible states, namely those whose

probability is nonzero. We immediately verify that SBG(N) = k lnWeff (N) ∝ lnN , hence it is

nonextensive for any system satisfying (16). In other words, it violates classical thermodynamics,

and consequently we cannot use many of the formulas that are exhibited in all good textbooks of

thermodynamics. It is to avoid such disagreeable situation that we are led to generalize the BG

entropic functional.

Indeed, in remarkable contrast with SBG(N), Sq(N) ∝ N for

q = 1− 1

τ
(17)

for all systems satisfying (16) [16] (another such example is shown in [17] with τ = d, d = 1, 2, 3, ...,

characterizing the width of the region of nonvanishing probabilities in an asymptotically scale-invariant
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probabilistic triangle of N identical and strongly correlated binary variables). For such complex systems,
the additive entropy SBG is nonextensive, whereas the nonadditive entropy Sq is extensive for a special
(system-dependent) value of q, and therefore thermodynamically admissible! Various mathematical and

physical examples are introduced and discussed in [16–19]. We shall hereafter note qent the value of

q such that Sq(N) ∝ N . So, if the system satisfies Relation (15), we have qent = 1, whereas if it

satisfies (16) we have qent = 1− 1
τ

. It is convenient to emphasize at this point that particularly complex

systems mathematically exist (and probably also exist in nature) for which no value q exists such that Sq

is extensive. We are therefore obliged, in such cases, to introduce other generalized entropic forms. Let

us illustrate this fact with the following example [10]. If we have that

Weff (N) ∼ μNγ

(N → ∞; μ > 1, 0 < γ < 1) (18)

we are led to consider the entropy

Sγ = k

Weff∑
i=1

pi ln
1/γ(1/pi) (S1 = SBG) (19)

whose equal-probability expression is given by

Sγ = k ln1/γ Weff (20)

We immediately verify that Sγ(N) ∼ (ln1/γ μ)N , hence extensive. It can be straightforwardly verified

that Sγ({pi}) is nonnegative, expansible, concave, and nonadditive. A full classification of such

behaviors has been proposed in [20].

Let us now briefly review physical examples [18,19] having essentially this type of mathematical

structure, and needing the use of Sq with q < 1 in order to satisfy classical thermodynamics for a

subsystem of a quantum strongly entangled system. They both are finite-spin one-dimensional magnetic

systems of N spins (a pure magnet in [18], and a random magnet in [19]). They both are considered

at zero temperature, at the critical point of a quantum second-order phase transition. The state that is

considered is the fundamental one in the N >> 1 limit (i.e., the thermodynamic limit). The entropy of

the N system is of course zero. But if we focus on a L-subsystem, namely a block of L consecutive

spins in the interior of the N -system, we have that the so-called block entropy limN→∞ SBG(L,N) is

nonextensive. More precisely, the marginal density matrix associated with the L-system corresponds

not to a pure but to a mixed state, and therefore its entropy is different from zero. It can be shown

that limN→∞ SBG(L,N) ∼ lnL (L >> 1), hence it violates the thermodynamical requirement of

extensivity. It has been shown in both examples (analytically for the pure magnet, and numerically for the

random magnet) that a special value of q, qent < 1, exists such that limN→∞ Sqent(L,N) ∼ L (L >> 1),

thus reconciling these strongly correlated systems with classical thermodynamics. The values of qent

as functions of the central charge c are shown in Figure 1. The scenario which emerges from these

examples is the following one. Many quantum d-dimensional strongly-entangled systems exhibit, for

their subsystems of size L, that
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SBG(L) ∼ lnL (d = 1) (21)

∼ L (d = 2) (22)

∼ L2 (d = 3) (23)

∼ Ld−1 (d > 1) (24)

The d = 3 case corresponds to black holes, and the generic d-dimensional case is currently referred to

in the literature as the area law. They can all be unified through

SBG(L) ∼ Ld−1 − 1

d− 1
≡ ln2−d L �= Ld (d ≥ 1) (25)

and are nonextensive in all cases. The d = 1 examples in [18,19] that we have discussed here above, as

well as a bosonic d = 2 one numerically approached in [18], suggest that a value of q (qent < 1) exists

such that

Sqent(L) ∼ Ld (d ≥ 1) (26)

i.e., extensive in all cases. It remains as an open intriguing puzzle what would be the value of qent for

black holes! Could it be qent = 1/2? See qent(c) for the pure magnet, in Figure 1. Indeed, on one hand,

we obtain the value 1/2 for c = 4 (it is known that, in some contexts, c behaves as a dimensionality,

which is 4 for the relativistic space-time (the same viewpoint might perhaps explain why, in the limit

c → ∞, we obtain the BG value qent = 1). On the other hand, the value 1/2 has already emerged in

theoretical discussions of black holes [21].

To summarize the present Section we might emphasize that additivity only depends on the

mathematical connection between the thermodynamic entropy and the nonvanishing probabilities of the

admissible microscopic configurations [22]. Extensivity is more complex. Indeed, it not only depends

on the above mathematical connection, but also on the class of correlations between the elements of the

system. In other words, the validity of thermodynamics in what concerns the extensivity of the entropy

mandates the admissible entropic forms. If the system satisfies Relation (15) we must use SBG; if the

system satisfies Relation (16) we must use Sq with q �= 1; if the system satisfies other relations, we

must use other entropies. It is as simple as that! A sort of typical paradigm shift in the Thomas Kuhn

sense [23] can be seen in this fact, where an universal (or so thought to be, more precisely speaking)

expression for the entropy is to be replaced by a nonuniversal one which “dialogues” adequately with

the class of correlations present in the system.

Let us finally clarify a misname that has been long used (and still is occasionally used) in the literature.

The entropy Sq has been frequently referred to as “nonextensive entropy” for q �= 1. This is in general

inadequate, and it should be referred to as “nonadditive entropy” instead. Indeed, once the adequate

value of q is chosen, Sq is thermodynamically extensive for all those systems for which it is applicable.

Why then maintaining the expression “nonextensive statistical mechanics” to refer to the associated

thermostatistical theory? Besides the historical fact that it is so called since more than two decades,

there is the fact that it is intended to be applicable to long-range-interacting many-body Hamiltonian

systems, which by definition have a nonextensive internal energy (see, for example, [24], as well as

generic thermodynamical considerations reviewed in [10]), while the entropy remains extensive, as in

the case of short-range interactions.
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Figure 1. Dependence of qent on the central charge c of pure [18] and random [19]

one-dimensional magnets undergoing quantum phase transitions at zero temperature, where

the entire strongly entangled N -system is in its ground state (hence corresponding to a

vanishing entropy since the ground state is a pure state), in contrast with the L-subsystem

which is in a mixed state (hence corresponding to a nonvanishing entropy). For this value

of q, the block nonadditive entropy Sq is extensive, whereas its additive BG entropy is

nonextensive. Notice that, for the pure magnet, we have that qent ∈ [0, 1], whereas, for

the random magnet, we have that qent ∈ (−∞, 1]. Both cases recover, in the c → ∞ limit,

the BG value qent = 1. These examples definitively clarify that additivity and extensivity

are different properties. The only reason for which they have been confused (and still are

confused in the mind of not few scientists!) is the fact that, during 140 years, the systems that

have been addressed are simple, and not complex, thermodynamically speaking. For such

non-pathological systems, the additive BG entropy happens to be extensive, and is naturally

the one that should be used.

3. Probability Distributions that Are Attractors in the Sense of the Central Limit Theorem

In the D = 1 continuous case, if an appropriate first moment of x is different from zero (see details

in [6]), the extremization of Sq yields

p(x) =
e−βx
q∫

dx e−βx
q

(q < 2; β > 0) (27)

where ezq is the inverse function of lnq z, more precisely

ezq ≡ [1 + (1− q)z]
1

1−q

+ (ez1 = ez) (28)
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[...]+ being equal to its argument when this is positive, and zero otherwise [25]. Clearly Equation (27)

recovers Equation (5) for the q = 1 particular case. The condition q < 2 comes from the demand of

normalizability of Distribution (27) [26] (x is assumed to take values only for x > xmin > −∞).

If the appropriate first moment vanishes and we happen to know the appropriate second moment, the

extremization of Sq yields, for the continuous case, the so-called q-Gaussian distribution

p(x) =
e−βx2

q∫
dx e−βx2

q

(q < 3; β > 0) (29)

The q-Gaussian distributions [27] have a finite support for q < 1, and an infinite one for q ≥ 1;

for q > 1 they asymptotically decay as power-laws (more precisely like x−2/(q−1)); they have a finite

variance for q < 5/3, and an infinite one for q ≥ 5/3; they are normalizable only for q < 3 [28].

Around 2000 [29], q-Gaussians have been conjectured (see details in [30]) to be attractors in the

CLT sense whenever the N random variables that are being summed are strongly correlated in a specific

manner. The conjecture was recently proved in the presence of q-independent variables [31–35]. The

proof presented in [33] is based on a q-generalization of the Fourier transform, denoted as q-Fourier

transform, and the theorem is currently referred to as the q-CLT. The validity of this proof has been

recently challenged by Hilhorst [36,37]. His criticism is constructed on the inexistence of inverse

q-Fourier transform for q > 1, which he illustrates with counterexamples. The inverse, as used in

the [33] paper, indeed does not exist in general, which essentially makes the proof in [33] a proof of

existence, but not of uniqueness. The q-generalization of the inverse Fourier transform appears then to

be a quite subtle mathematical problem if q �= 1. It has nevertheless been solved recently [38,39], and

further considerations are coming [40] related to q-moments [41–43]. Work is in progress attempting to

transform the existence proof in [33] into a uniqueness one. It is fair to say that, at the present moment,

a gap exists in the complete proof (not necessarily in the thesis) of the q-CLT as it stands in [33]. In

the meanwhile, several other forms [44–46] of closely related q-generalized CLT’s have already been

published which do not use the inverse q-Fourier transform.

Probabilistic models have been formulated [47,48] which, in the N → ∞ limit, yield q-Gaussians.

These models are scale-invariant, which might suggest that q-independence implies scale-invariance, but

this is an open problem at the present time. However, definitively, scale-invariance does not imply

q-independence. Indeed, (strictly or asymptotically) scale-invariant probabilistic models are known

[49–51] which do not yield q-Gaussians, but other limiting distributions instead, some of which have

been proved to be amazingly close to q-Gaussians [52]. In addition to all these, q-Gaussians are

exact solutions of nonlinear homogeneous [53–56] as well as of linear inhomogeneous Fokker-Planck

equations [57]. In fact, these various cases have been recently unified as particular cases of nonlinear
inhomogeneous Fokker-Planck equations [58].

Let address now an interesting question, namely, whether it is possible to simultaneously have, in

the same (mechanical or purely probabilistic) many-body system, an extensive entropy Sqent , and a

qattr-Gaussian distribution which is an attractor in the sense of the CLT (which, for mechanical systems,

essentially corresponds to time averages, as opposed to ensemble averages).

It is clear that this situation trivially exists in the BG frame (for both probabilistic models, and

thermostatistics of classical Hamiltonian systems), with qent = qattr = 1. The simplest probabilistic
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model is N independent binary random variables. The Gaussian attractor (i.e., qattr = 1) is since

long known and basically constitutes the so-called de Moivre–Laplace theorem. Also, a straightforward

calculation leads to SBG = k(ln 2)N (i.e., qent = 1). The simplest mechanical model is the ideal gas.

The one-body distribution of velocities is the well known Maxwellian, hence qattr = 1, and, as proved

in any statistical mechanics textbook, the associated BG entropy is extensive, hence qent = 1.

The situation is of course nontrivial in the realm of nonextensive statistical mechanics, where at least

one (and even possibly both) among qent and qattr must differ from unity.

Let us first focus on probabilistic models. Simple models based on strongly correlated binary random

variables exist for which the N → ∞ limiting distributions are q-Gaussians with both qattr < 1 (compact

support) [47,48] and qattr > 1 (heavy tails) [48]. To be precise, it has been proved that these are the

limiting distributions, but it has not yet been specifically proved that they are attractors (i.e., stable

distributions) in the space of probability distributions, although it might well be so. For all these models

we have qent = 1. What about those situations where qent �= 1? We do not yet have clear-cut examples

whose attractor is a qattr-Gaussian, neither with qattr = 1 nor qattr �= 1. We do have, however, examples

where the attractor is not a qattr-Gaussian: see Figure 2.

A particularly interesting possibility would be that of simultaneously having qent �= 1 and qattr �= 1.

Such case is by no means trivial. Let us present here a mathematically possible and physically plausible

manner through which this could happen.

Let us focus on a system such that qattr exist in the N → ∞, and differs from unity. Inspection of

Figure 2 shows that they tend to have qent = 1. How to avoid, for such a system, that qent approaches

unity in the thermodynamic limit? If we could have, in some sense to be specified, an anisotropic system

with N different “axes” or “directions”, each of them being associated to an index q
(n)
ent ≤ 1, we would

expect for the total entropy to be associated to an index qent satisfying [59]

1

1− qent
=

N∑
n=1

1

1− q
(n)
ent

(30)

If the system is anomalous we expect of course to have q
(n)
ent �= 1 (∀n) (typically q

(n)
ent < 1, ∀n), which

would be consistent with the fact that we have already assumed that qattr �= 1. If the system is fully

isotropic, all q
(n)
ent should be equal and equal to q

(1)
ent. Then the heuristic relation in Equation (30) implies

1

1− qent
=

N

1− q
(1)
ent

(31)

hence,

1− qent ∝ 1

N
(32)

Plenty of examples exist in the literature (e.g., [60–65]) for which this relation is satisfied. All of them

yield qent = 1 in the thermodynamic limit. But, if the system is anisotropic, we may order q
(n)
ent so that

1

1− q
(1)
ent

≥ 1

1− q
(2)
ent

≡ δ2

1− q
(1)
ent

≥ ... ≥ 1

1− q
(N)
ent

≡ δN

1− q
(1)
ent

(δn ≥ 0, ∀n) (33)

Consequently, from Equation (30), we obtain

1

1− qent
=

1

1− q
(1)
ent

(
1 +

N∑
n=2

δn

)
(34)
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If Δ ≡ limN→∞
(
1 +

∑N
n=2 δn

)
≥ 1 is finite, then

qent = 1− 1− q
(1)
ent

Δ
< 1 (35)

It seems plausible that the results (with qent < 1) that have been verified in [18,19] follow a path

somehow analogous to the above one.

Figure 2. Examples of qent and qattr in the BG scenario (in blue), in the

nonextensive scenario (in red), and in a further generalized scenario (in green). By

Rodriguez–Schwammle–Tsallis and Hanel–Thurner–Tsallis we respectively mean [47] and

[48]; by Caruso-Tsallis and Saguia–Sarandy we respectively mean [18] and [19] (in this two

cases, qattr refers to the distributions of energies rather than to distributions of momenta); by

Tsallis–Gell–Mann–Sato, Moyano–Tsallis–Gell–Mann, Marsh–Fuentes–Moyano–Tsallis,

Thistleton–Marsh–Nelson–Tsallis we mean [17], [49], [51], [50]; by Tsallis we mean [10].

Before closing this section, let us briefly mention another aspect concerning q indices. Different

physical properties correspond, in one way or another, to different moments, and ultimately to different

q indices. The infinite number of q indices within each of such families are expected to be related among

them, leaving space for a small number (possibly just one or two in simple cases) of independent values

of q’s, which would determine the associated universality classes. The study of these classes and their

internal relations still is in its infancy. However, some illustrations do exit, at least on the mathematical

level. For example, the successive application of the additive duality q → (2− q) and the multiplicative
duality q → 1/q determines the following algebras [17,33]:

2

1− q+m,2

=
2

1− q0
+m (m = 0,±1,±2, ...) (36)
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and
2

1− q−m,2

=
2

q0 − 1
+m (m = 0,±1,±2, ...) (37)

These algebras can be generalized into [34]

α

1− q+m,α

=
α

1− q0
+m (m = 0,±1,±2, ...) (38)

and
α

1− q−m,α

=
α

q0 − 1
+m (m = 0,±1,±2, ...) (39)

where 0 < α ≤ 2. We immediately realize that q±m,α only depend on (q0,m/α). In other words, the

universality class is in this case determined by only two real numbers, namely q0 and α. We also verify

that if q0 = 1, all of them are equal to unity, but, if q0 �= 1, an infinite family of inter-related indices

q appears (thus reflecting the relative simplicity of the BG statistical mechanics, as compared to the

nonextensive one). These algebras are depicted in Figure 3 [66]. The q-triplets that have been frequently

observed in nature (or in computational models) probably correspond to central elements of algebras like

the one that we have just illustrated, or of similar mathematical structures.

Figure 3. Examples of algebras connecting the q indices corresponding to different

properties. The left figure corresponds to Equation (38); the three black dots correspond

to the possible identification proposed in [17] for the q-triplet observed in the solar wind

[67], namely (qsensitivity, qstationary state,qrelaxation) = (4, 7/4,−1/2) (see also [10]). The

right figure corresponds to Equation (39).

4. Remarks on Paradigmatic Low-Dimensional Nonlinear Dynamical Systems Near the Edge of
Chaos

As we have seen in Section 2 of this review, the strong utility of the BG entropy relies on the fact

that the N random variables of the system might be independent or nearly so. If this hypothesis is not

satisfied, then we should have recourse to other entropies, for instance Sq. Now, what is the situation

for a nonlinear dynamical system? Strong chaos, i.e., positive largest Lyapunov exponent (LLE) in
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systems whose random variables are continuous, makes the correlation between not too close elements

of the system, and even successive steps of the same element, to be quickly lost. Therefore in such

dynamical systems, the hypothesis of probabilistic independence is essentially satisfied. This is what

Boltzmann intuitively referred to as the Stossanzahlansatz (molecular chaos hypothesis). What happens

then when the LLE approaches zero, or even vanishes? We should observe the failure (or, at least,

inadequacy) of the BG entropic form and of its consequences (very especially, the ubiquity of exponential

and Gaussian laws).

Let us illustrate these features in simple low-dimensional dynamical systems, namely

one-dimensional dissipative unimodal maps, and two-dimensional conservative maps.

4.1. One-Dimensional Dissipative Unimodal Maps

Let us focus on the z-logistic map, defined as follows

xt+1 = 1− a|xt|z (0 ≤ a ≤ 2; z ≥ 1; xt ∈ [−1, 1]; t = 0, 1, 2, 3, ...) (40)

These maps exhibit, for a < ac(z) (where ac(z) monotonically increases from 1 to 2 when z increases

from 1 to infinity), attractors which are fixed points, cycles-2, cycles-4, and so on. While a approaches

the value ac(z) from below, these attractors successively bifurcate, and the bifurcation points accumulate

at ac(z), the edge of chaos, sometimes referred to as the Feigenbaum point. For a > ac(z), a complex

behavior emerges, with many peculiarities. Among those, a remarkable one is the fact that infinitely

many intervals of a exist for which the (unique) Lyapunov exponent λ1 is positive (the subindex 1 will

soon become clear), whereas no such possibility exists for a < ac(z). The largest value of λ1 occurs at

a = 2, ∀z; at the edge of chaos, λ1 vanishes. For every value of a whose λ1 is positive, we observe the

following properties.

(i) The sensitivity to the initial conditions ξ(t) ≡ limΔ(0)→0
Δ(t)
Δ(0)

diverges exponentially, namely

ξ(t) = eλ1 t (41)

(ii) If we start at t = 0 with a uniform occupancy of initial conditions in the interval [−1, 1], the

generic case is that the occupancy region gradually shrinks with t. The number W (t) of little windows

which contain at least one point decays exponentially, essentially as follows:

W (t)−W (∞)

W (0)−W (∞)
= e−t/τ1 (W (∞) > 0) (42)

(iii) If we make a partition of the interval [−1, 1] in many W equal little windows (i = 1, 2, ...,W ), and

fill, at t = 0, one of them (say near the origin) with many M initial conditions (for instance, randomly

spread within that little initial window), we can define a set of probabilities pi(t) ≡ Mi(t)
M

, where Mi(t)

is the number of points present in the ith-interval at time t (with
∑W

i=1 Mi(t) = M ). With this set of

probabilities we verify the following Pesin-like equality

KBG ≡ K1 ≡ lim
t→∞

lim
W→∞

lim
M→∞

SBG(t)

t

= lim
t→∞

lim
W→∞

lim
M→∞

−∑W
i=1 pi(t) ln pi(t)

t
= λ1 (43)



Entropy 2011, 13 1777

The entropy production per unit time KBG here defined is a concept similar to the so-called

Kolmogorov–Sinai entropy rate, and is expected to provide the same result in most cases.

(iv) If we make the sum of very many (plausibly infinitely many) successive values of x(t) starting

from a given generic initial condition we obtain, after appropriate centering and scaling, a Gaussian

distribution

p(x) =
e−β x2

∫∞
−∞ dx e−β x2 (44)

where β depends on (a, z) and decreases for decreasing λ1. This corresponds to the standard Central

Limit Theorem (CLT), and reflects the (experimentally most important) time averages (as opposed to

ensemble averages, i.e., averages over initial conditions).

(v) If we distribute within the interval [−1, 1] traps such that a point which falls there disappears

from the system, the number of trajectories N(t) that remain in the system from the initial N(0) ones

decreases exponentially as follows

lim
N(0)→∞

N(t)

N(0)
= e−γ1 t (45)

where the escape rate γ1 depends on (a, z) and decreases for decreasing λ1. The relation (43) becomes

generalized into

K1 = λ1 − γ1 (46)

Let us now address a highly interesting question, namely what happens at the edge of chaos, where

λ1 = 0 ? The answer is astonishingly simple. Essentially it suffices to replace (with some adjustments),

in Equations (41)–(46), the subindex “BG”, i.e., “1”, by the appropriate “q” indices! Let us review one

by one the five above properties.

(i) The sensitivity to the initial conditions follows a behavior which asymptotically (i.e., for

t >> 1) is a power-law [68] (see also previous references in [10]). Details are analyzed in [68–73]

and in references therein.

The (maximal) sensitivity ξ is given by

ξ = eλqsen t
qsen (47)

where [74] (see also [75])

1

1− qsen
= λqsen =

1

αmin

− 1

αmax

(qsen < 1) (48)

where αmin and αmax are respectively the minimal and maximal values of the index α in the multifractal

f(α) function [76]. This expression can be shown to be, for the z-logistic map,

1

1− qsen(z)
= (z − 1)

lnαF (z)

ln 2
(49)

where αF (z) is the Feigenbaum constant. For z = 2 we have

qsen(2) = 0.244487701341282066198.... (50)

(ii) The Lebesgue measure of the intervals which contain at least one point decays approximatively

like
W (t)

W (0)
= e

−t/τqrel
qrel (W (∞) = 0) (51)
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(rel stands for relaxation) with qrel(z) > 1 (see details in [10] and references therein). High precision

calculations are available for z = 2 [77,78] (see note [79]), namely 1/[qrel(2) − 1] = 0.800138194...,

hence

qrel(2) = 2.249784109... (52)

(iii) The (upper bound of the) entropy production per unit time is generalized as follows:

Kqsen ≡ lim
t→∞

lim
W→∞

lim
M→∞

Sqsen(t)

t

= lim
t→∞

lim
W→∞

lim
M→∞

1−∑W
i=1[pi(t)]

qsen

(qsen − 1)t
= λqsen (53)

(iv) The sum of very many successive values of x(t) starting from a given generic initial condition

yields (see details in [80–82]) (see note [83]), after appropriate centering and scaling, a qtime ave-Gaussian

distribution (time ave stands for time average)

p(x) =
e
−βqtime ave x2

qtime ave∫∞
−∞ dx e

−βqtime ave x2

qtime ave

(54)

where qtime ave(z) and βqtime ave
(z) depend on z. This is not surprising given the q-Central Limit Theorem

(CLT). However, an important difference exists with the q = 1 generic case. It is here necessary to

basically scale the number N of successive iterations with the “distance” (from above) to the edge of

chaos ac(z) at which the calculation is being done [80–82]: see Figures 4–6. In other words, it has a

nature close to a crossover in the language of the usual critical phenomena theory. This point has been

further analyzed in [84,85]. The present results suggest

qtime ave(2) = 1.65± 0.05 (55)

(v) For the escape problem due to traps distributed within the interval [−1, 1], we obtain [86]

lim
N(0)→∞

N(t)

N(0)
= e−γqesc t

qesc (56)

where the escape rate γq(z) depends on z. The Relation (53) becomes generalized into

Kqent prod
= λqsen − γqesc (57)

where ent prod stands for entropy production per unit time. See typical illustrations in Figures 7 and 8.

The values indicated in Equations (50), (52) and (55) play the role of the q-triplet for the z = 2

logistic map.

Many of the results that have been here exhibited for the z-logistic map are also available in the

literature for other families of maps (see, for instance, [87,88]). In all these various examples we verify

that qsen ≤ 1 (even qsen ≤ 0 in some cases), and qrel ≥ 1; qattr can be either unity, above unity and

below unity. The full mathematical clarification of these various possibilities remains elusive at the

present time.
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Figure 4. View of the z = 2 parameter region 1/N versus (a − ac)
s with s � 0.9. Typical

values of a are shown, and their conveniently scaled corresponding values of N∗. Any other

possible choices for N∗ yield lines that remain between the lines with the largest and the

smallest slopes shown in the figure. If one approaches the critical point (origin) along any of

these lines in this region, the probability distribution function appears to gradually approach,

excepting for a small oscillating contribution, a q-Gaussian. The regions at the left of the

largest slope and at the right of the smallest slope are not accessible as far as N∗ values

are concerned. Four q-Gaussian examples are presented in Figure 5; the almost vertical line

corresponds to a very peaked distribution, and the almost horizontal line corresponds to a

Gaussian. See further details in [82].
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Figure 5. Data collapse of distribution probabilities of sums for the cases N = N∗ = 2k

for four representative examples. The q-Gaussians appear to be approached through finite-N

effects (see also Figure 4). See further details in [82].
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Figure 5. Cont.
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Figure 6. The parameters (q, β) corresponding to seven q-Gaussians (four of them are those

indicated in Figure 5). These specific seven examples appear to exclude the value 2− qsen =

1.7555..., which could have been a plausible result. At the present numerical precision,

even if quite high, it is not possible to infer whether the analytical result corresponding to

the present observations would be only one or a set of q-Gaussians, assuming that exact

q-Gaussians are involved, on top of which a small oscillating component possibly exists.

See further details in [82].

Figure 7. Fraction of points n(t) ≡ N(0)/N(t) remaining in the z = 2 system versus

time using a trap fraction occupation δ = 6/7 ∼ 0.86; N(0) = 106 uniformly taken within

the interval [1 − 10−10, 1]. The straight line fit shows an escape parameter γqesc = 0.216...,

numerically consistent with the theoretical one γqesc = 0.2223.... See further details in [86].
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Figure 8. Sensitivity to initial condition versus entropy production, for typical values of

(z, δ). For (z, δ) = (2, 0): Kqent prod
= λqsen = 1.32..., and qent prod = qsen = 0.244...; for

(z, δ) = (2, 6/7): γqesc = 0.222..., Kqent prod
= 1.1012... and qent prod = 0.0919.... Similar

results are obtained for the other values of z. The continuous line corresponds to a fit with a

slope 1.004..., numerically very close to unity, as expected. These examples neatly illustrate

the validity of Equation (57): the ordinate corresponds to (λqsen − γqesc) t, and the abscissa

corresponds to Kqent prod
t. See further details in [86].

4.2. Two-Dimensional Conservative Maps

The type of results that have just been reviewed have been also seen in low-dimensional conservative

maps in cases where the Lyapunov exponents (strictly or nearly) vanish. Such is the case in the

Casati–Prosen triangle map [89] (where qsen = qent prod = 0, and Kqent prod
= λqsen = 1 have been

verified), as well as in the MacMillan map [90] (where qattr � 1.6 has been numerically exhibited).

Specifically, the MacMillan map (physically relevant for focusing of thin lenses) is defined as follows:

xt+1 = yt

yt+1 = −xt + 2μ
yt

1 + y2t
+ εyt (58)

which, for μ �= 0, is nonlinear. For (μ, ε) = (1.6, 1.2), the positive Lyapunov exponent equals a low

value, namely 0.05, for orbits starting near the origin. See Figures 9 and 10 in order to verify that,

even for very large values of the number of iterations N , no sign towards ergodicity emerges. Instead

the occupation of the phase-space remains sort of hierarchical. The distribution of sums (of successive

values of the variable x) indeed suggests, after appropriate centering and scaling, a qattr-Gaussian with

qattr > 1. We do not know what is the situation in the mathematical N → ∞ limit. But it is clear that a

long-standing heavy-tailed distribution emerges in this problem.
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Figure 9. Structure of phase space plots of the MacMillan map for (μ, ε) = (1.6, 1.2),

starting from a randomly chosen initial condition in a square (0, 10−6) × (0, 10−6), and for

N iterates. See further details in [90].

5. Remarks on Paradigmatic Long-Range-Interacting Many-Body Classical Hamiltonian
Systems

Let us focus now on a very interesting problem, namely that of classical d-dimensional many-body

Hamiltonians involving N elements interacting through two-body potentials V (r) that exhibit no

singularities at short distances, are finite at intermediate distances, and have an attractive isotropic

potential at long distances decaying like r−α (α ≥ 0). A necessary condition for the existence of a

finite BG partition function at all temperatures is that the potential be integrable. In other words, it is

necessary that
∫∞
0

dr rd−1 V (r) < ∞, which implies that
∫∞
r0

dr rd−1 r−α < ∞, r0 being any finite

distance. It can then be straightforwardly verified that this integrability is equivalent to the condition

α/d > 1. In other words, if this condition is satisfied, the interaction will be referred to as short-ranged,

and the BG statistical mechanical mathematical recipes are computable, finite results are obtained in
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virtually all circumstances (an exception is the second-order critical points in phase transitions), and

the total internal energy is extensive (i.e., it grows like N ). If 0 ≤ α/d < 1, the system potential is not

integrable, the interaction will be referred to as long-ranged, no legitimate BG computations are tractable

(unless we artificially scale the microscopic coupling constants with N : see [24]), and the total internal

energy is super-extensive (i.e., it grows faster than N ). These cases are summarized in Figure 11. The

total energy of the N -system typically satisfies the following scaling (see [10] and references therein):

U(N) ∝ N
N1−α/d − 1

1− α/d
(59)

i.e.,

U(N) ∝ N (if α/d > 1) (60)

∝ N lnN (if α/d = 1) (61)

∝ N2−α/d (if 0 ≤ α/d < 1) (62)

Figure 10. Probability distributions of the rescaled sums of iterates of the MacMillan map

for (μ, ε) = (1.6, 1.2) are seen to converge to a (q = 1.6)-Gaussian. This is shown in the

left panel for the central part of the distribution (for N < 218), and in the right panel for the

tail part (N > 218). The number of initial conditions that have been randomly chosen from a

square (0, 10−6)× (0, 10−6) are indicated as well. See further details in [90].

Integrability of the potential is necessary for legitimate BG thermostatistics to be computable [91],

and is consistent with the fact that, in the N → ∞ limit, the largest Lyapunov exponent remains positive,

whereas it approaches zero when the potential is non integrable (see examples in [24,92,93]). However,

BG computability does not in principle guarantee that the main stationary (or quasi-stationary) state is

precisely the BG thermal equilibrium: ergodicity is required as well, which might be not the case for

finite N (perhaps not even in the N → ∞ limit). An illustration of this fact is provided by the α-XY

ferromagnet [24]. A preliminary discussion has been recently presented [94] for the d = 1 model. Robust

q-Gaussians are observed for a wide variety of conditions. One such example is shown in Figure 12 for

α = 0.99 and N = 300000.



Entropy 2011, 13 1785

Figure 11. Illustrative classical N -body d-dimensional models, with a two-body interaction

which asymptotically decays as a −1/rα attractive potential (α ≥ 0). The total energy is

extensive (i.e., it grows like N ) if α > d (short-range interactions), and nonextensive (i.e., it

grows faster than N ) if 0 ≤ α ≤ d (long-range interactions). The HMF model corresponds

to the α-XY inertial ferromagnetic model [24] with α = 0. The dotted line α = (d − 2)

corresponds to the d-dimensional classical gravitation (assuming a physical cut-off at very

short distances, in order to avoid further nonintegrability, coming from the short-distance

limit). The dashed vertical line corresponds to the d = 1 α-XY model. Although not

indicated in this figure, the Lennard–Jones model for fluids corresponds to the extensive

region since d = 3 and α = 6. It is necessary to have α/d > 1 for the BG partition function

to be finite. This is however not sufficient in general for the preferred collective stationary

state to be BG thermal equilibrium. Indeed, ergodicity in the entire Γ phase-space (or in a

symmetry-broken part of it) is necessary as well.

Figure 12. An example of robust q-Gaussian momenta distribution (P (p) ∝ e−βp2

q with

q � 1.6) associated with a single initial condition [94]. As time flows after the so-called

quasi-stationary state (QSS) is leaved towards the regime whose temperature is that of the

analytical BG result, the value of β can change, but not the value of q (within the error bar).
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Also for confining potentials (e.g., for V (r) ∝ r−α with α < 0), interesting similar situations can be

observed. Such is the case for the Fermi–Pasta–Ulam β model for finite N , as recently shown [95,96]:

Gaussian distributions of momenta are observed for time averages far from its π-orbit (consistently with

the CLT), whereas (strict or approximate) q-Gaussians emerge very close to it. See Figure 13.

Figure 13. Time-averaged (centered and rescaled) distribution of velocities in the

Fermi–Pasta–Ulam β model in the neighborhood of the π-mode for N = 128, ε

characterizing the distance of a single trajectory to the π-mode. Top panel: For ε = 1 and

ε = 5 the largest Lyapunov exponent is relatively large, and the corresponding distributions

are Gaussians (continuous lines). Bottom panel:: For ε = 0.006, the largest Lyapunov

exponent is close to zero, and the corresponding distribution approaches a qattr-Gaussian

with qattr � 1.5 (to enable a comparison, a Gaussian distribution is indicated as well).

Further details in [95].

Let us mention that similar features can also occur in dissipative many-body systems. Such is the case

in the Kuramoto model of N nonlinearly coupled oscillators, as illustrated in Figure 14 [97].
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Figure 14. Distributions of velocities for Kuramoto model with N = 20000 oscillators.

Left panels: When the model parameter K equals 2.53, the LLE is close to 0.06, and the

distribution approaches a Gaussian. Right panels: When the model parameter K equals 0.6,

the LLE nearly vanishes, and the distribution approaches a q-Gaussian with q = 1.7. Further

details in [97].

The distributions observed in Figures 12–14 have been satisfactorily fitted with q-Gaussians. It is

nevertheless clear that although this fact constitutes a strong suggestion, it does not prove that they are

indeed q-Gaussians, no more than the thousands of fittings done during the last one hundred years with

Gaussians for all kinds of physical systems do not prove that they indeed are Gaussians. In particular,

we must always have in mind that distributions such as the Lévy (see, for instance, [98,99]) and the

(q, α)-stable (see [34]) ones exhibit, like many others, similar forms.

6. Applications

In this Section we briefly, and non-exhaustively, review various predictions, verifications and

applications of q-exponentials and q-Gaussians through analytical, experimental, observational and

computational methods in natural, artificial and social systems that are available in the literature

(see [100] for full bibliography).

(i) The velocity distribution of (cells of) Hydra viridissima follows a q-Gaussian probability

distribution function (PDF) with q � 3/2 [101,102]. Anomalous diffusion has been independently

measured as well [101,102], and an exponent γ � 4/3 has been observed (where the squared space

x2 scales with time t like tγ). Therefore, within the error bars, the prediction γ = 2
3−q

[54] is

verified in this system.

(ii) The velocity distribution of (cells of) Dictyostelium discoideum is well fitted by a q-Gaussian PDF

with q � 5/3 in the vegetative state, and with q � 2 in the starved state [103].
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(iii) The velocity distribution of the point defects in in defect turbulence, as well as its corresponding

anomalous diffusion, have been measured [104]. The results suggest a q-Gaussian PDF with

q � 3/2, and γ � 4/3, which constitutes another verification of the prediction γ = 2
3−q

[54].

(iv) The velocity distribution of cold atoms in a dissipative optical lattice was predicted [105] to be

a q-Gaussian with q = 1 + 44Er

U0
, where Er and U0 are parameters related to the optical lattice

potential. This prediction was verified three years later, both in the laboratory and with quantum

Monte Carlo techniques [106,107].

(v) Computational simulations of the velocity distribution, and of the associated anomalous diffusion,

during silo drainage suggest q � 3/2 and γ � 4/3 [108,109], once again satisfying the prediction

γ = 2
3−q

[54].

(vi) The velocity distribution in a driven-dissipative 2D dusty plasma was found to be of the q-Gaussian

form, with q = 1.08 ± 0.01 and q = 1.05 ± 0.01 at temperatures of 30000K and 61000K

respectively [110].

(vii) The spatial (Monte Carlo) distributions of a trapped 136Ba+ ion cooled by various classical buffer

gases at 300K was verified to be of the q-Gaussian form, with q increasing from close to unity to

about 1.9 when the mass of the molecules of the buffer increases from that of He to about 200 [111].

(viii) The distributions of price returns and stock volumes at the New York and NASDAQ stock

exchanges are well fitted by q-Gaussians and q-exponentials respectively [112–115]. The

volatility smiles that are obtained within this approach also are well fitted. The distributions

of interoccurrence times between losses in financial markets are consistently well described by

universal q-exponentials, which enables a simple analytical expression for the risk function [116].

(ix) The Bak–Sneppen model of biological evolution exhibits a time-dependence of the spread of

damage which is well approached by a q-exponential with q < 1 [117].

(x) The distributions of returns in the Ehrenfest’s dog-flea model exhibit a q-Gaussian form [118,119].

(xi) The distributions of returns in the coherent noise model are well fitted with q-Gaussians where q

is analytically obtained through q = 2+τ
τ

, τ being the exponent associated with the distribution of

sizes of the events [120].

(xii) The distributions of returns of the avalanche sizes in the self-organized critical

Olami–Feder–Christensen model, as well as in real earthquakes exhibit a q-Gaussian form [121]

(see also [122]).

(xiii) The distributions of angles in the HMF model approaches as time evolves towards a q-Gaussian

form with q � 1.5 [123].

(xiv) Experimental measurements of the turbulence in pure electron plasma are analytically reproduced

with q = 1/2 [124,125].



Entropy 2011, 13 1789

(xv) The relaxation in various paradigmatic spin-glass substances through neutron spin echo

experiments is well reproduced by q-exponential forms with q > 1 [126].

(xvi) The fluctuating time dependence of the width of the ozone layer over Buenos Aires (and,

presumably, around the Earth) yields a q-triplet with qsen < 1 < qstat state < qrel [127].

(xvii) Diverse properties for conservative and dissipative nonlinear dynamical systems (different from

those described earlier in this review) are well described within q-statistics [97,128–132].

(xviii) The degree distribution of (asymptotically) scale-free networks is numerically calculated and is

well approached by a q-exponential distribution [133–136].

(xix) The tissue radiation response follows a q-exponential form [137].

(xx) The overdamped motion of interacting particles in type II superconductors is analytically shown to

follow, at vanishing temperature, a q-Gaussian with q = 0. Moreover, the entropy is the nonadditive

one associated with this value of q [138] (see also [139,140]).

(xxi) Experimental and simulated molecular spectra due to the rotational population in plasmas are

frequently interpreted as two Boltzmann distributions corresponding to two different temperatures.

These fittings involve three fitting parameters, namely the two temperatures and the relative

proportion of each of the Boltzmann weights. It has been shown [141] that equally good fittings

can be obtained with a single q-exponential weight, which has only two fitting parameters, namely

q and a single temperature.

(xxii) High energy physics has been since more than one decade handled with q-statistics

[142–145]. During the last decade various phenomena, such as the flux of cosmic rays and

others, have been shown to exhibit relevant nonextensive aspects [146–149]. The distributions of

transverse momenta of hadronic jets outcoming from proton-proton collisions (as well as others)

have been shown to exhibit q-exponentials with q � 1.1. These results have been obtained at the

LHC detectors CMS, ATLAS and ALICE [150–157], as well as at SPS and RHIC in Brookhaven

[158,159]. Predictions for the rapidities in such experiments have been advanced as well [160].

(xxiii) Various astrophysical systems exhibit nonextensive effects [161–172].

(xxiv) Analysis of the magnetic field in the solar wind plasma using data from Voyager 1 and Voyager 2

strongly suggests nonextensive effects [67,173,174].

(xxv) Various geophysical applications exhibit nonextensive effects [175–193].

(xxvi) Nonlinear generalizations of the Schroedinger, the Klein–Gordon and the Dirac equations have

been implemented which admit q-plane wave solutions as free particles, i.e., solutions of the type

e
i(kx−ωt)
q [194], with the energy given by E = �ω and the momentum given by p = �k, ∀q. The

nonlinear Schroedinger equation yields E = p2/2m (∀q), and the nonlinear Klein-Gordon and

Dirac equations yield the Einstein relation E2 = m2c4 + p2c2 (∀q).
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(xxvii) The degree distributions of various (asymptotically) scale-free networks based on preferential

attachment have been numerically shown [134–136,195,196] to approach q-exponential

distributions, thus extending the Barabasi–Albert model.

The systematic study of metastable or long-living states in long-range versions of magnetic models

such as the finite-spin Ising [197] and Heisenberg [198] ones, or in hydrogen-like atoms [199–201],

might provide further hints and applications.

7. Final Remarks

The q-entropy and its associated statistical mechanics have been used in thousands of papers [100].

It is therefore no surprise that, in some cases of this vast literature, an inadequate use of the present

theory has been done: such is the case of using q �= 1 for ideal systems (e.g., ideal gas and ideal

paramagnet), where we naturally expect the BG theory to be perfectly applicable. Without providing

at least some convincing phenomenological arguments (guided by experimental results in particularly

complex systems) suggesting the use of q as an effective index rather than a rigorous one, such attempts

are to be considered as unjustified.

The Boltzmann–Gibbs entropic form and its associated exponential distribution for thermal

equilibrium have been generalized, during the last two decades, in very many senses [202–209] (see

further details in [10]). Many of the applications concern physical systems (both thermodynamical

and non-thermodynamical, conservative and dissipative), but also many concern other natural systems

(in astrophysics, geophysics, biology, medicine, among others), as well as artificial (computational

sciences) and social (in economics, linguistics, cognitive psychology, among others) ones. Optimized

algorithms for processing signals and images have been presented as well. In all of those, the q-indices

play central roles. When the microscopic probabilistic/dynamical details are completely known (a

quite rare case), q can in principle be calculated a priori from first principles (i.e., from dynamics and

theory of probabilities); this has been indeed accomplished whenever mathematical tractability is present

(e.g., [18]). When only mesoscopic information is known, we can calculate q from Langevin-like and

Fokker–Planck-like equations [138]. When not even that is known (a quite frequent case, given the

width of the phenomena that are being addressed in the literature [100]), we may determine q through

fitting of specific properties. In many cases, q characterizes universality classes of systems, similarly to

what happens in the theory of critical phenomena of standard magnetic and geometrical systems (one

such example can be seen in [18]); in other cases, q depends on nonuniversal features, similarly to what

happens for the criticality of say the d = 2 short-range XY ferromagnet (such examples can be seen in

[58,210]); finally, in some other cases, q might depend on many details of the system. A full classification

of all these various possibilities still is in its infancy.
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distributions. Phys. Rev. Lett. 2010, 105, 210604.
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