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Abstract:



Entropy is a useful concept that has been used to describe the structure and behavior of different systems. We summarize its multifaceted character with regard to its implications for urban sprawl, and propose a framework to apply the concept of entropy to urban sprawl for monitoring and management.
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1. Introduction


The term “entropy” has been used with different meanings in various contexts [1]. The prevailing ambiguity and discussion surrounding entropy and its implications in these various domains is remarkable as the concept is one of the cornerstones of technologies that have defined our globalized civilization regarding transport, communication, and energy transformation. The World’s population is concentrated in urban areas that grow larger every day [2], and the uncontrolled expansion of these areas, commonly known as urban sprawl, has tremendous implications for the lives of most of us and for the future of our civilization.



Cities, urban areas, and urban sprawl are multidimensional systems comprising individuals, communities, society, and economy, in a common geographical location where different types and degrees of interaction occur. Urban sprawl needs spatial-based solutions from urban policy makers to expand utilities, transportation, and other services necessary for social cohesion and the well-being of people. In addition, retailers and leisure companies wish to optimize the locations of their business to attract new clients. These spatial location issues are important topics in the urban sprawl literature [3], and many studies agree that cities are complex systems that evolve as a result of decentralized individual, or small group, decisions instead of through organized, top down planning [4].



The explosive rate of urban sprawl may threaten the ecosystem areas surrounding cities that are often crucial for the quality of life of the cities’ inhabitants [2,5]. Various studies have demonstrated the expansion of urban areas into agricultural lands, forest areas, and fragile ecosystems [6,7,8,9]. As a result, water and soil are affected by pollution and terrains become vulnerable to landslide [10]. Habitat fragmentation and biodiversity loss have also been addressed in urban sprawl studies [11]. In this paper we review the concept of entropy in urban sprawl studies, while seeking to clarify its uses in urban sprawl studies for monitoring and management.




2. Entropy Concepts


The concept of entropy was first proposed in 1867 by the German physicist Rudolph Clausius, who formulated the Second Law of Thermodynamics [12]. The term has its origins in the Greek word гροπη, transformation, where it accounted for the change occurring in a body producing work from heat. Entropy was assigned to the fraction of the energy contained in the body that was unavailable to produce work, corresponding to the transformation-value content of the body in an energy transfer Equation (1):
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(1)




where S is entropy, Q is heat and T is the body absolute temperature.



The implications of Clausius’ work, i.e., that entropy is ever increasing and that energy is always degraded when energy transfer occurs (which somehow measures irreversibility), remain controversial and continue to occupy the attention of the scientific community [1].



Clausius distinguished the transformation content corresponding to the rearrangement of the particles of the body producing work. In 1890 Ludwig Boltzmann used statistical mechanics to describe the thermodynamic properties of a body in which the particles were designated molecules and atoms, along with the arrangement of those particles. It was Max Planck who formulated the Boltzmann entropy expression [13] Equation (2):
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(2)




where S is entropy, K the Boltzmann constant and W the number of possibilities the system can assume, or the number of possible arrangements of its particles.



The greater is the number of possible arrangements, the greater will be entropy, and thus, greater the disorder. Entropy is associated with “disorder”, “lower energy quality”, and “doom” because Clausius stated one of the fundamental laws of the universe: “the entropy of the universe tends to a maximum” [12].



Claude Shannon gave a statistical character to entropy in a new scientific domain: the information theory. His paper “A mathematical theory of Communication” has been considered to be the foundation of modern digital communication and information theory. Shannon defines entropy as an absolute limit of best possible lossless encoding of a digital message [14]. Here, the particles are the bits used to make a symbol and entropy is the logarithm of the possibilities for their arrangement, together with the relative proportion of symbols in the message Equation (3):
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(3)




where H is entropy and p(xi) is the probability of the variable x to assume values of xi... xk.



Physicists found that Shannon’s entropy had a deeper meaning, independent from thermodynamics, of great significance for statistical mechanics [13].



In 1957 Edwin Thompson Jaynes derived the principle of maximum entropy from Shannon’s expression as a new type of subjective statistic inference to set up probabilistic distributions based on partial knowledge [13]. The principle of maximum entropy, allowing the least biased estimation possible, made entropy a concept independent from mechanical hypotheses and coherent with quantum mechanics. Thermodynamic entropy was then reformulated as uncertainty, with the principle of entropy maximization used as a statistical inference method for supporting spatial location and spatial interaction models [3].



In 1962 Leopold and Langbein [15] adapted the thermodynamic concept of entropy to landscape evolution, describing and explaining the geomorphology of a river basin. In their study, entropy is considered in its statistic thermodynamic formulation to assess the energy distribution in a river system. These authors demonstrated that energy will flow to its most probable condition, i.e., a uniform distribution subject only to physical constraints, demonstrating the concept of maximum entropy. The entropy concept is now integrally applied in a geographical context.



The principle of maximum entropy made its entrance into urban studies in 1970 with Alan Wilson in his book “Entropy in Urban and Regional Modeling” [3]. This author proposed a framework for constructing spatial interaction and associated location models. As in [15], he reformulated the gravity associated with transport models to maximum entropy models that estimate urban transport in a maximum entropy environment subject not only to physical but also economic and social constraints. These models proved to be of great importance and applicability in urban planning, from public transport networks to retail locations [3].



In 1972, Henry Theil [16] gave to Shannon entropy a broader interpretation as a measure of dividedness and spatial dispersion in his relative entropy concept. This concept indicates the proportion of the maximum possible dispersion in which a variable is spread between categories or spatial zones (it will be 1 if the variable is evenly spread among all zones, and approaches 0 if the variable is concentrated in a small number of zones) [16]. It is expressed by Equation (4):


[image: there is no content]



(4)




where Hn is the relative entropy, p(xi) is the probability of the variable x being found in each of the n = 1, ...n zones, classes or categories.



The relative entropy, also called Shannon equitability index, because of its simplicity, has been of greatest importance as a measure of diversity and evenness for spatial-related issues in fields such as biology, landscape ecology, and urban studies [17].



The concept of entropy in geographical analyses was further refined and enriched by [18], with the definition of spatial entropy. This concept incorporates the spatial variability in the geographical analysis, enabling the optimization of the partition of the study area in zones that are pertinent for the geographical analysis. This author defines spatial entropy as [18] Equation (5):
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(5)




where ∆ xi is the spatial interval size of the zone i in the study area and pi the probability of the event.



The spatial structure of urban system emerges with spatial entropy, carrying with it the optimum levels of aggregation for different scales and fractal laws. Moreover, applications of spatial entropy are close to establishing thresholds for the emergence of power laws in dynamic spatial urban systems. These may soon prove to be of the utmost importance in modeling phenomena able to seriously affect the functioning of the urban system.



Maximum entropy models were then introduced into complexity science in the context of urban studies. Batty [4] explored connections between entropy maximizing, substantive interpretation of entropy measures, and spatial distributions produced by longer-term dynamics. The concepts of entropy applicable to urban sprawl studies are no longer restricted to physics or geography. Urban sprawl is not an exclusively geographical phenomenon, it also has socio-economic drivers and consequences.



We mention two very different ways to define entropy in a sociological context, regarding the maximum entropy principle. The original formulation found applicability in sociology in 1990 with Kenneth Bailey’s work “Social Entropy Theory” [19]. This author defines social entropy as a correlation in the distribution of population among the subcategories of social variables (e.g., wealth, technology, spatial area, culture, information). The social entropy will be at its minimum when the correlations among variables are maximal (e.g., the same group of individuals has the same level of wealth, lives in the same area, has similar occupations, and has similar cultural values and assets). The entropy increases as the individuals are randomly allocated to the subcategories (e.g., different levels of wealth can be found among individuals with the same occupation). A low level of entropy is necessary to maintain a high standard of living.



An interesting use of entropy in sociology was made by [20]. These authors define the entropy of a social system as a measure of the number of possibilities of a system structure for a given level of energy. In this case, the social system energy accounts for the total resources of the social system (e.g., material assets, skills, knowledge, culture etc.). Like the thermodynamic entropy, it will tend to increase with time, and the likelihood of fluctuations decreases with the size of the social system. In this specific instance, entropy may be interpreted as the level of resilience or adaptability of a social system to internal or external events.



More recently, in the economic field, [21] suggested that property is also subject to the fundamental law of entropy. According to this author, there is a one-directional bias leading toward increasing fragmentation, and proposes legal rules to promote functional, legal and physical unity in property. [22] examines the link between urban sprawl and the holdout problem, i.e., “a form of monopoly power that potentially arises in the course of land assembly and urban sprawl”. He finds that developers will prefer land whose ownership is less dispersed. Consequently, fragmented land in urban centers is more likely to be underdeveloped, or at a higher state of entropy, because of the holdout problem or problems with strategic bargainers [17].



In Table 1, we summarize the formulations and interpretations of entropy mentioned above. It is representative but not exhaustive.



Table 1. Some of the main contributions of entropy theory to urban studies.







	
Author

	
Scientific domain

	
Definition

	
Interpretation






	
R. Clausius, 1867 [12]

	
Physics- thermodynamics

	
Energy in the system not available to produce work

	
Unavailable energy tends to increase




	
Boltzmann-Planck, 1900 [13]

	
Statistical mechanics

	
Possibilities of arrangement of molecules

	
Disorder




	
C. Shannon, 1948 [14]

	
Information theory

	
Average number of bits necessary to communicate a symbol

	
Uncertainty




	
E. Jaynes, 1957 [13]

	
Statistical mechanics

	
Principle of maximum entropy, where everything goes everywhere unless constraints are imposed

	
Statistic inference




	
Leopold and Langbein, 1962 [15]

	
Hydrologic and geomorphic sciences

	
Entropy in landscape evolution—energy distribution probabilities are as uniform as may be permitted by physical constrains

	
Maximum entropy




	
A. Wilson, 1970 [3]

	
Geography

	
Spatial location and interaction models

	
People and things tend to be/go everywhere unless constrained to do otherwise




	
H. Thail,1972 [16]

	
Economy

	
Relative entropy

	
Proportion of the maximum uncertainty, spread, dividedness.




	
M. Batty, 1974 [18]

	
Geography

	
Spatial entropy—incorporates interval size to weight on the probabilities

	
Optimization of data categories, or zones for visualization an analysis. Trends in the spread of probabilities across the spatial system.




	
K. Bailey, 1990 [19]

	
Sociology

	
Social entropy measures diversity among social parameters, opposes social structure

	
Low social entropy necessary to maintain good standard of living




	
J. Stepanić et al., 2000 [20]

	
Sociology

	
Entropy of a social system

	
Number of possible social structures the system can adopt




	
F. Parisi, 2002 [21]

	
Economy

	
Entropy in property

	
Property is subject to the fundamental law of entropy












This review demonstrates how elusive, ambiguous, and yet useful the entropy concept has been in describing the structure and behavior of different systems. Entropy is useful to measure the level of organization versus chaos, uniformity versus diversity, useful versus useless, or order versus disorder in different systems and in different scientific domains. It is also interesting to point out that entropy addresses three big features of urban structure and behavior: the position/location, the mechanic/flow networks, and system scaling/size.




3. Urban Systems and Urban Sprawl


3.1. Urban Systems


Many important European cities have made substantial layout changes following catastrophes, such as the modern urban plan of Lisbon after the Great Lisbon Earthquake in 1755 [23]. In 1852, Haussman remodeled medieval Paris, paying attention to all features of city planning in order to improve aesthetics, sanitation, and policing of the city [24]. However, it was the Catalan engineer Ildefons Cerdà who introduced scientific analysis to the city and its modern requirements to project the extension of Barcelona [25]. Cerdà produced the “General Theory of Urbanization” in 1867, in which the main requirements of the modern industrial city were identified: transport, communication, and growth. Urbanization was based on connectivity and networks. Instead of imposing a specific urban form, Cerdà proposed a set of parameters to articulate the urban fabric, i.e., the urban system, with various components and interactions.



A century later, Berry [26] perceived cities as spatial systems, viewing the urban theory as one aspect of the General Systems Theory. In 1970, Forrester identified the complexity of urban systems [27]. Cities are conceptualized as complex systems of interacting industry, housing, and people represented by variables and flows. However, Forrester's model is not explicitly spatial, as it focuses only on its economic and social aspects.



The study of complex systems has evolved rapidly in recent decades and has contributed to our understanding of cities [4]. It is currently accepted that complex systems are characterized not only by nonlinearity and stochastic processes, but also by the absence of central control [4]. Their behavior emerges from the interaction of multiple components. Robustness of structure and behavior is required to counteract perturbations in these systems. However, the notion of equilibrium is obsolete in this as in many other domains where time is considered [28]. The underlying mathematics of complex systems leads to some fascinating findings regarding the spatial evolution of urban systems and their morphologies at different scales, but their practical meaning remains elusive, although greater insights are anticipated for the near future.




3.2. Urban Sprawl


Urban areas are centers of economic and social development characterized by the mixture of residential, commercial, agricultural, and industrial activities. The uncontrolled expansion of urban areas is causing a wide range of social and environmental problems and has become a major concern for urban planners and policy makers in the developed and developing world [29,30,31].



Despite the considerable number of studies on this subject, there is no common definition of urban sprawl. Many have agreed that urban sprawl is an undesirable type of urban growth that favors the dispersal of new urban settlements with low density across space, rather than spatial aggregation of development [31,32,33,34,35,36,37]. Urban sprawl reduces landscape attractiveness [38], causes land use fragmentation and loss of biodiversity [39], and contributes to significant economic costs for infrastructural development [40] and public health problems [41,42]. Reference [43] summarized 40 years of research on the impacts of urban sprawl and concluded that the three conditions that define the negative impacts of sprawl are: leapfrog development, low-density, and unlimited outward expansion. According to [44], urban sprawl is characterized by an unplanned and uneven pattern of growth, driven by a multitude of processes that lead to inefficient resource utilization. As discussed by [34], urban sprawl is a process in which the spread of development across the landscape far outpaces population growth.



Urban sprawl studies are often undertaken with the goal of understanding what urban sprawl is exactly; to measure or quantify it; to study its causes and consequences; to identify the best methodology to analyze it; to predict the effects of sprawl when measures are not taken in a timely fashion; to propose satisfactory reasoning against the major factors contributing to sprawl; to find a solution that helps to achieve environmentally sustainable, socially acceptable, and economically viable urban development. Some research has sought to assess the major causes or driving forces [45,46,47,48], to measure and evaluate its impacts [10,33,34,40], and to understand and plan sustainable urban growth [29,34,44,47,49].



The objectives and approaches of urban studies vary from country to country. For example, in the United States [34] conducted a comprehensive statistical analysis of the 83 largest metropolitan areas’ development patterns in order to measure urban sprawl and its impact on quality of life. The study grouped the sprawl index into four components: density, land use mix, strength of centers, and network accessibilities.



To understand urban sprawl from the European perspective, the authors of [8] investigated the drivers of European urban sprawl. They classified the driving forces into four categories: economy, society, transport, and political factors. Their study concluded that the driving forces vary among cities, countries, and regions. Moreover, they reported that the driving forces are closely connected with each other and that a clear cause-effect relationship on urban sprawl is unclear.



In China, according to [50,51] urban sprawl started some decades ago as a result of the government’s land reform, which led to large and discontinuous urban areas, and to urban population growth resulting from migration inflows of those seeking employment and study opportunities. Similarly, a study in Eritrea, Africa [52] concluded that urban sprawl in Asmara occurred when the government land allocation system proved to be more powerful than the land use plan.



Unlike many researchers [53], discussed some positive effects of urban sprawl and mentioned increased satisfaction with housing, convenience of car travel, lower crime rates, and better public schools in suburban areas. The authors of this paper made a thorough review of urban sprawl, which is one of the major concerns of urban planners, designers, environmentalists, economists, and sociologists, among others.



We conclude that urban sprawl has no definition that satisfies all perspectives. In turn, it is not easy to identify a common methodology and approach to measure it.




3.3. Methods Used in Urban Sprawl Studies


An urban area that is not sprawled can be described by its degree of compactness. Hence, it is necessary to measure the urban area at one moment in time, or the urban growth, i.e., its variation between two moments [44]. The first can be mapped into a single temporal image. The latter requires a minimum of two temporal images to detect the growth or the change.



Quantifying urban growth is a straightforward task. However, without having a common definition of urban sprawl, its quantification and modeling are very difficult [6]. Despite this difficulty, several studies have sought to quantify, measure the pattern, model and analyze the process of urban growth and sprawl.



One of the simplest and most popular methods is the transition matrix. This is a tabular measure of change between two land-use-cover classes obtained from remotely sensed image classification [7,54]. The transition matrix describes statistically the transition between the land-use-cover classes. The transition matrix is not helpful for performing sprawl analysis, however [55,56].



Another popular technique is to use spatial metrics, also known as landscape metrics. As discussed by [7,11], combining the results of remote sensing and spatial metrics can yield a detailed understanding of the urban spatial structure and change. The application of these metrics in urban growth studies is growing because these help to reveal the spatial component in the urban structure, the urban dynamics of change, and the growth process [7,11]. Moreover, they have important functions in quantifying urban growth, sprawl, and fragmentation [57].



An additional method to analyze urban growth or sprawl is spatial statistics. For example, [58] have used statistical models to explain sprawl. In [59] a set of quantitative variables to analyze the characteristics of urban form to differentiate compactness from sprawl was used.



Finally, we return to entropy as a commonly used way to address urban sprawl. The concept has been applied to measure urban sprawl with the integration of remote sensing and geographic information systems (GIS) [9,17,37]. The calculation of Shannon’s Entropy, an urban sprawl index using remotely sensed data can efficiently identify and characterize the degree of spatial concentration or dispersion in a specific area [17,60].





4. Entropy in Urban Systems: A Framework for Monitoring Entropy in Urban Sprawl


Cities are systems in which multiple components are assembled to deliver the best possible conditions for human growth. Human growth is here understood as the increase in material, cultural, and human assets that contribute to better and longer lives of its inhabitants.



Urban systems’ fundamental components are society (economy, culture, technology, and political organization) and space (area, natural resources, accessibilities, climate, networks, and internal arrangement of land use). However, delimiting the geographical space of an urban system is not at all straightforward [61,62]. The urban system cannot be confined to urban land classes. Surrounding land use/cover classes such as beaches, lakes, forests, and agricultural land are commonly used by people from urban areas. Moreover, these areas are a strong asset to the urban system, providing resources and assets for the inhabitants of the neighboring urban areas. More could be said about the social system of cities, but here we focus only on its geographical component, keeping in mind that the city spatial arrangement results necessarily from the interaction of society with the geographical conditions of its location.



Urban systems must satisfy two conditions to continue functioning: (i) they must efficiently deliver the material and cultural assets that allow for a better life of city’s inhabitants; and (ii), the system should be resilient and flexible enough to adapt to internal and external changes or shocks. The first requires some spatial order and organization. Therefore, is desirable low entropy in transportation, utilities, services and in the arrangement of built-up areas. However, some redundancy and diversity (entropy) in the urban geography is required, so that the city can better resist long-tail events likely to compromise its functioning (natural catastrophes, man-made events, or both).



This line of thought leads us to conclude that for all dimensions of the urban systems, there is a range of values in which entropy could be tolerated without compromising its efficiency and/or its resilience (Figure 1). If entropy falls below HMin, then the urban area is too uniform and, therefore, vulnerable to changes or power laws; if entropy exceeds HMax, then the urban system will be unable to efficiently allocate the necessary resources for the system to function.


Figure 1. Desirable interval of fluctuation for entropy values in urban system.
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In recent decades the concept of cities as top-down organized systems has given place to cities as complex systems. These are more comparable to biological organisms, in which morphology and evolution emerge from a multitude of interactions among their components [63]. Rapidly expanding urban systems often develop on their own accord, and attempts to control urban systems sometimes have undesirable effects.



Urban sprawl calls for the special attention of city planners and policy makers to the following things: (i) urban sprawl requires adequate location of the new infrastructures to ensure that the urban system keeps delivering the necessary services for the well-being of newly settled populations; (ii) urbanization is an irreversible process, and unchecked urbanization may decrease the quality or resilience of the urban system by compromising natural and/or ecosystem services; and (iii) newly urbanized areas often attract homogenous groups of population, exposing the whole system to new vulnerabilities.



For policy makers the complex nature of urban systems and their growth leave little room for urban planning as conceived half a century ago. Still, the introduction of some territorial constraints and the monitoring of entropy levels of the system may enable the city administration to prevent or mitigate inefficiencies or dangerous vulnerabilities. Thus, entropy measures are valuable indicators of the performance and risks in urban systems (Figure 2).


Figure 2. Urban sprawl entropy monitoring framework. H is entropy, N is geographical zone, and k is the subsystem (social, environment, etc.).



[image: Entropy 15 05223 g002]








For instance, if too many buildings are becoming old (low entropy), the city managers should intervene before obsolescence causes the depression of the real estate value of the entire area, thereby inviting a host of associated socio-economic problems. If, on the other hand, noisy businesses are settled in peaceful residential areas (high entropy); the value of real estate may similarly be degraded.



The entropy among urban zones or subsystems follows the same reasoning, i.e., high levels of entropy are very demanding for transport and other infrastructures, whereas low entropy levels increase the risk of social and economic segregation, thus endangering the cohesion of the urban system.




5. Conclusions


In the unassailable closed thermodynamic system of Clausius, entropy increases up to the point in which the system can no longer produce work. In any open system, an increase of work necessarily implies an increase of entropy, and the production level can be maintained only if the system expands. Urban growth is, therefore, a necessary condition for the urban system to prevail. In the complex and interrelated processes involved in urban growth and sprawl, entropy must be kept within a range defined by the minimum value, below which the system becomes vulnerable and unstable, and the maximum value, above which the system becomes unsustainable. The parameterization of those thresholds may be very useful for urban administrations, thus providing valuable insights into the functioning of urban systems.
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