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Abstract

:

Automated tissue segmentation of brain magnetic resonance (MR) images has attracted extensive research attention. Many segmentation algorithms have been proposed for this issue. However, due to the existence of noise and intensity inhomogeneity in brain MR images, the accuracy of the segmentation results is usually unsatisfactory. In this paper, a high-accuracy brain MR image segmentation algorithm based on the information bottleneck (IB) method is presented. In this approach, the MR image is first mapped into a “local-feature space”, then the IB method segments the brain MR image through an information theoretic formulation in this local-feature space. It automatically segments the image into several clusters of voxels, by taking the intensity information and spatial information of voxels into account. Then, after the IB-based clustering, each cluster of voxels is classified into one type of brain tissue by threshold methods. The performance of the algorithm is studied based on both simulated and real T1-weighted 3D brain MR images. Our results show that, compared with other well-known brain image segmentation algorithms, the proposed algorithm can improve the accuracy of the segmentation results substantially.
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1. Introduction


Based on the capability of helping brain-disease diagnosis and neuroscience research, segmentation of brain tissue in MR images is a topic of major interest in the field of brain magnetic resonance (MR). Among various segmentation schemes of brain MR images, manual segmentation performed by medical experts is usually considered to be the ground truth. However, segmenting brain MR images manually is time-consuming and highly subjective. Many automated segmentation algorithms have been proposed to solve this problem [1,2,3,4,5,6,7,8,9,10,11,12,13,14,15].



Due to the existence of various noise and artifacts in MR images [16], classical voxel-intensity-based automated segmentation methods, such as the K-means method and Gaussian mixture modeling, suffer from unsatisfactory accuracy [15,17,18]. So far, a variety of advanced methods have been proposed to improve the segmentation accuracy, for example, adding spatial constraints [1,4,8], using fuzzy methods [1,3,11,12] or using hidden Markov random field modeling [10,13]. These methods improve the segmentation accuracy to some degree, in their own way. However, to our knowledge, information theoretic methods, e.g., the information bottleneck (IB) method, have been relatively rarely studied in the field of brain MR image segmentation. Information theoretic methods have been proven very efficient in solving problems in various fields, including communication, clustering, signal processing and, even, image segmentation. Therefore, we are interested in the question of whether they can be utilized to improve the accuracy of brain MR image segmentation. We focus on the study of this question, and in this paper, we propose an IB-based segmentation algorithm, which automatically segments the brain MR images with high accuracy.



The IB method was introduced as a rigorous information theoretical framework of data quantization [19,20], offering an explicit trade-off between data fidelity and data compression in terms of information measures. Afterwards, it was widely applied to the fields of clustering [21,22,23], image segmentation [24,25], etc. Roughly speaking, the IB-based methods can be classified as “hard” and “soft”, according to the different manners of assignment/quantization (deterministic or probabilistic). In [23], the authors applied a soft-version IB method to the analysis of fMRI data, resulting in remarkable clustering results. In [24], the authors presented an image segmentation algorithm based on a hard version of the IB method and studied its performance on general images. In their segmentation approach, they first split an image with a certain strategy, then after a hard-version IB-based merging process, they obtained the final segmentation results. Due to the adoption of hard clustering, the segmentation performed by their approach has not yet revealed the full capability of the IB method on image segmentation. In this paper, we focus on the issue of segmenting brain MR images and propose a segmentation algorithm based on the soft-version IB method.



In our approach, for each voxel, we first extract a corresponding local feature, which incorporates the intensity information, not only of the voxel itself, but also of its neighbors. To some extent, the intensity information of a voxel’s neighbors implies the spatial information of the voxel. Thus, the spatial information is also incorporated into the segmentation. By accomplishing the feature extraction, all voxels in an MR image are mapped into a local-feature space. Then, a soft-version IB method performs a soft clustering in the local-feature space. By this process, one original brain MR image is clustered into several clusters of voxels. The number of final clusters is intrinsically determined by the IB method. Finally, each cluster of voxels is further classified into one kind of brain tissue by threshold methods. The proposed algorithm is studied in detail and compared with some other well-known segmentation algorithms on T1-weighted 3D brain MR images.



The paper is organized as follows. In Section 2, we present a detailed description of the proposed segmentation method. In Section 3, we validate the algorithm on both simulated and real 3D brain MR image datasets. Last, we present conclusions in Section 4.




2. IB-Based Segmentation Method


In this section, we describe the IB-based segmentation method in detail. The method mainly consists of four stages, namely, a preprocessing stage, a feature extraction stage, an IB-based clustering stage and a brain-tissue classification stage. In the preprocessing stage, the brain region in the raw MR images is extracted, and the images are enhanced to increase the image contrast. This is a common stage for different segmentation methods in general, so we do not elaborate upon it here. After the preprocessing, the brain MR images are segmented further. Details of the other three stages are presented in the following subsections. Figure 1 gives the schematic description of the whole segmentation method.
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Figure 1. The flow diagram of the information bottleneck (IB)-based segmentation method. 
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2.1. Feature Extraction in Brain MR Images


In this stage, a local feature is extracted for each voxel in the brain MR image, which incorporates the intensity information, not only of the voxel itself, but also of its neighbors. Since there exists different kinds of noise in the brain MR images, the intensity information of an individual voxel is not enough for the high-accuracy brain-tissue classification of the voxel. Thus, we consider the intensity information of the voxel’s neighbors in addition, which reflects the local texture structure around the voxel. Hence, with the local-feature extraction, more information can be utilized in the segmentation.



In our method, the intensity of a voxel in the image is considered to be a random quantity. That is, given a brain MR image, we consider the image to be a sample of the brain imaging for a subject, with certain measurement noise. The observation equation of the brain imaging can be formulated as below:


   x v  =  x v o  +  n v   



(1)




where   x v   denotes the observation intensity of the voxel, v, in the imaging samples,   x v o   denotes the real intensity of the voxel, v, for the subject, and   n v   denotes the corresponding observation noise. The probability distribution of the observation noise is supposed to be zero-mean Gaussian with variance   σ v 2  . Therefore, the probability distribution of the observation intensity of the voxel, v, is   p  (  x v  )  = p  ( x | v )  = N  (  x v o  ,  σ v  )   . The parameters of the normal distribution can be estimated from multiple images of the same subject. When there is only one image for a subject, the value of   x v o   can be simply estimated as the current observation intensity of the voxel, v, in the sole image, and the value of   σ v   can be determined by reasonable assumptions.



As the intensity of a voxel is a random variable, the local feature corresponding to the voxel is also considered to be a random quantity. Here, we do not give the explicit expression for the local feature, but describe the feature through its probability distribution. For the voxel, v, we construct the distribution of its corresponding local feature,   γ v  , based on the intensity distributions of the voxel, v, itself and of its    l 2  - 1   neighbors within a window of size   l × l  , as below (We use a 2D window rather than a 3D window, because the method proposed is performed on 3D volumes slice by slice in this paper. Moreover, in many cases, the resolution of the voxel might not be the same for different dimensions, e.g.,1 mm * 1 mm * 5 mm. In such cases, the neighbors along the thick dimension actually are not the same “near” as those along thin dimensions in the sense of anatomy.):


      q  (  γ v  )  = p  (  x v  )  +  1   l 2  - 1    [ p  (  x  v , 1   )  + ⋯ + p  (  x  v ,  l 2  - 1   )  ]        p  ( γ | v )  = p  (  γ v  )  =   q (  γ v  )    ∑  γ v   q  (  γ v  )         



(2)




where the notation,   p (  x  v , j   )  , means the intensity distribution of the jth neighboring voxel of voxel v. Note that the equal signs here represent the equal relationship between two functions rather than two values. More specifically, if we take the first equation above, for example, the equal sign means that, for an arbitrary value, r, in the support of the function,   q (  γ v  )   (which is the union of the supports of the   l 2   probability distributions in the right-hand side of the equation), we have:


  q  (  γ v  = r )  = p  (  x v  = r )  +  1   l 2  - 1    [ p  (  x  v , 1   = r )  + ⋯ + p  (  x  v ,  l 2  - 1   = r )  ]   








The distribution of the voxel feature,   γ v  , and the distribution of the voxel intensity,   x v  , may have supports in the same range, but in essence, voxel feature and voxel intensity are two random quantities of different meanings. The first Equation in (2) combines the the intensity distributions of the central voxel, v, and of the surrounding    l 2  - 1   neighboring voxels within the window, resulting in a combination distribution,   q (  γ v  )  . The two terms in the right-hand side of the first equation reflect the intensity information of the central voxel and the neighboring voxels, respectively, while the coefficient,   1   l 2  - 1   , balances these two kinds of information. Here, the weighting coefficient can be further made adjustable by adding a free parameter, α, resulting in   α   l 2  - 1   . In this paper, we let the weighting coefficient be a constant (  1   l 2  - 1   ), for the reasons that this setting can lead to satisfactory segmentation results, as well as reduce the number of free parameters. The second Equation in (2) normalizes the combination distribution, to make the distribution a real probability distribution. We view the normalized combination distribution as the probability distribution of a new random quantity, which is exactly the local feature corresponding to the voxel, v. By this way, we get the statistical information of the local feature for a voxel.



For a brain MR image consisting of N voxel, denoted as an integer set   V = { 1 , 2 , ⋯ , N }  , we get N corresponding probability distributions of voxel feature,   { p ( γ | v ) ; v ∈ V }  . Besides, the probability distribution of a feature over the whole image can be calculated as   p  ( γ )  =  ∑ v  p  ( γ | v )   , which describes the global information contained in the image. Thus, we have mapped the original brain MR image into a feature space of interest, Γ, and have gotten the relevant feature information over the whole image. In the following stage, the soft-version IB method clusters voxels of the image in such a feature space.




2.2. IB-Based Clustering


The IB method was first proposed as a rigorous information theoretical framework of data quantization [19,20], offering an explicit tradeoff between data fidelity and data compression in the sense of information measures. For input data, the IB method outputs a compressed representation, which has the largest mutual information with the input data, at a given degree of data compression. In the case of image segmentation, we want to segment the image consisting of N voxels into a few numbers of clusters of voxels, for example, M clusters, with   M < N  . Therefore, the segmentation results can be naturally viewed as a kind of compressed representation of the original image. In the following, we first describe the problem of MR image segmentation from the perspective of data compression mathematically, then we give the solution to the problem based on the IB method.



Given a brain image consisting of N voxels, denoted as an integer set   V = { 1 , 2 , ⋯ , N }  , and given a feature space of interest, Γ, for segmentation, we need to assign a cluster label,   k ∈ K = { 1 , 2 , ⋯ , M }  , for each voxel,   v ∈ V  , according to their corresponding features. In a soft clustering, the assignment is described by the conditional probabilities,   p ( k | v ) , k ∈ K , v ∈ V  . Here, the voxel label and cluster label are viewed as two random quantities, v and k, respectively, with their value,   v ∈ V , k ∈ K  . The clustering re-quantifies the image information, which is described in the feature space, Γ, from N levels/voxels to M levels/clusters. To obtain good segmentation results, we need to make the clustering results retain as much image information as possible, while compressing the image data to a certain degree. This object leads to the minimization of the cost function of the IB method:


  L [ p ( k | v ) ] = I ( v ; k ) - β I ( k ; γ )  



(3)




where   I ( v ; k )   is the mutual information between the original presentation, v, and the compressed representation/re-quantification, k,   I ( k ; γ )   is the mutual information between the compressed representation, k, and the feature of image γ in the space, Γ, and β is a positive-weighting coefficient. A high degree of data compression usually indicates a small   I ( v ; k )  , while a high degree of data fidelity means a large   I ( k ; γ )  . Thus, this cost function gives an explicit tradeoff between the image data compression and the image data fidelity, in the sense of mutual information. For the minimization of the functional (3), in [19], the authors provided an iterative solution, as below (τ is the iteration step):


       p τ   ( k | v )  =    p τ   ( k )     Z τ   ( v , β )    exp  ( - β  d τ   ( v , k )  )         p  τ + 1    ( k )  =  ∑ v  p  ( v )   p τ   ( k | v )         p  τ + 1    ( γ | k )  =  ∑ γ  p  ( γ | v )   p τ   ( v | k )       



(4)




where:


   d τ   ( v , k )  =  ∑ γ  p  ( γ | v )  log   p ( γ | v )    p τ   ( γ | k )     



(5)




is the Kullback-Leibler divergence [26] between   p ( γ | v )   and    p τ   ( γ | k )    and:


   Z τ   ( v , β )  =  ∑ k   p τ   ( k )  exp  ( β  d τ   ( v , k )  )   



(6)




Before performing the iterative algorithm above, we need to determine several initial conditions, including the number of clusters,   M initial  , the probabilities,    p 0   ( k | v )    and   p ( v )  , etc. The initialization steps for image segmentation are as below: (a) initialize   p ( v ) = 1 / N , v ∈ V  , which means a uniform prior distribution of the voxels; (b) perform the voxel-intensity-based K-means clustering method (with   M initial   preset) on the image first, then initialize the “soft assignment”,    p 0   ( k | v )   , according to the result of the k-means clustering, that is, for voxel v,    p 0   ( k | v )  , k ∈ K   is set at large probabilities at the cluster label given by the k-means clustering and is set at small probabilities at other cluster labels; (c) initialize    p 0   ( k )   ,    p 0   ( v | k )    and    p 0   ( γ | k )    according to the complete probability formula and the Bayes rule, as below:


       p 0   ( k )  =  ∑ v  p  ( v )   p 0   ( k | v )         p 0   ( v | k )  =   p  ( v )   p 0   ( k | v )     p 0   ( k )           p 0   ( γ | k )  =  ∑ v   p 0   ( γ | v )   p 0   ( v | k )       



(7)




After accomplishing the initialization steps, we perform the iteration process (4) until the algorithm converges, then we get the final probabilistic assignment,    p final   ( k | v )   . At last, for each voxel v, we let the cluster label,   k 0  , which corresponds to the largest probability,    p final   (  k 0  | v )   , be its final cluster label. Note that, after performing such a decision, the probabilities of some clusters,   p ( k )  , may reach zero, leading to a smaller number of final clusters,   M final  ,    M final  <  M initial   .



In the soft IB method, the number of final clusters,   M final  , is affected by the value of β, which controls the tradeoff between data fidelity and data compression. A large value of β increases the weight of data fidelity, resulting in an   M final   close to the initial set,   M initial  , while a small value of β increases the weight of data compression, resulting in an   M final   close to one. In general,   β ≥ 1   is necessary for the soft IB method to converge toward an optimal solution [27]. Besides, the number of final clusters,   M final  , is also naturally affected by the input image. Qualitatively, under a fixed β, a complicated image results in an   M final   close to the initial set,   M initial  , while a simple image results in a smaller   M final  .




2.3. Brain Tissue Classification


After the feature extraction and IB-based clustering, the brain MR image is automatically segmented into several clusters of voxels, with the number of clusters affected jointly by the value of β and the input image. To segment the image into several brain tissues of interest, in this stage, we further classify each of the clusters into a certain type of brain tissue. Here, we focus on two main brain tissues, white matter (WM) and gray matter (GM).



We accomplish the classification by simple threshold methods. First, we calculate a global intensity threshold of the whole image using classical threshold methods, such as the mean method or the OTSUmethod [28,29]. Second, we compare the mean intensity of each cluster with the global intensity threshold. The cluster of voxels with mean intensity larger than the global intensity threshold is classified as white matter, and vice verse. Note that, classification of an individual voxel according to its intensity is usually not accurate in a noisy case. In contrast, with noisy voxels having been clustered into several clusters based on the information of local features, classification of these voxel-clusters according to their mean intensity is more robust. Therefore, in this stage, we adopt such a simple classification procedure. The accuracy of segmentation with this kind of classification will be tested in the next section.





3. Results and Discussion


In this section, we evaluate the proposed segmentation method through a set of experiments. The experiments are based on a simulated brain MR image set and a real brain MR image set. The simulated dataset is taken from the BrainWeb repository [30]. It consists of simulated 3D T1-weighted MR images (eight bits) with various levels of noise and spatial inhomogeneity. The real dataset is taken from the Internet brain segmentation repository (IBSR) [31]. It consists of 20 real normal 3D T1-weighted brain MR images (eight bits). In the real image set, each brain MR image has a corresponding ground-truth segmentation result generated by trained investigators using semiautomated segmentation algorithms [32]. These two image data sets have been widely used in the evaluation of brain MR image segmentation algorithms [1,2,8].



In the proposed method, there are two main free parameters, the weighting coefficient, β, and the initial cluster number,   M initial  . In the following experiments, we first evaluate the performance of the algorithm on both simulated and real image sets based on empirically selected parameters, then we study the joint effect of the two parameters based on two representative real brain images. We evaluate the segmentation results by comparing them with the corresponding ground truths, and we adopt the Tanimoto coefficient [31] as the overlap metric in comparison, which is also adopted by the IBSR. Besides, the algorithm is performed on the 3D images slice by slice.



3.1. Performance of the Algorithm under Empirical Parameters


In this part, we set   β = 1 . 6  ,    M initial  = 6  . Since for each subject, there is only one volume in the image set, we assume the standard deviation of noise to be seven, which is about 3% of the maximal intensity level of an eight-bit image. Other reasonable values, such as five or 10, do not affect the final results much for the segmentation of brain MR images. Besides, the window size used in the feature extraction is   3 × 3  .



Firstly, we evaluate the proposed method on the simulated image set. Figure 2 shows the performance of the method under five different noise levels and three different inhomogeneity levels. From the results, we see that the proposed method can obtain high-accuracy segmentation results (with Tanimoto coefficients nearing one) for the simulated data, and it is robust to the noise and inhomogeneity. We explain the reasons for the robustness of the method as follows. Since the 3D images are processed slice by slice, the intensity threshold for brain tissue classification is calculated within each slice, and its value is, thus, different for different slices. This makes the algorithm robust to inter-slice intensity inhomogeneity. Besides, the enhancement of the slice image in the preprocessing stage and the adoption of local feature and information measures help the method to be robust to noise and intra-slice bias.
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Figure 2. Tanimoto’s performance metric of the proposed segmentation algorithm on the simulated 3D brain magnetic resonance (MR) images from BrainWeb. (a) For gray matter (GM) segmentation; (b) for white matter (WM) segmentation. 
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Secondly, we evaluate the proposed method on the real image set. The IBSR provides the performance of six well-known segmentation algorithms on the same image set for convenient comparison, including the maximum a posteriori probability (MAP), adaptive MAP (aMAP), biased MAP (bMAP), fuzzy c-means (FUZZY), tree-structure k-means (TSKM) and Maximum Likelihood (MLC). In Figure 3, we show the segmentation accuracy of our algorithm and of the above six algorithms. We see that our algorithm has a significant performance advantage to the six algorithms and obtains high-accuracy segmentation results for real images with different levels of noise. In Figure 4, we show four real example images of the MR scans, their corresponding segmentation results produced by our algorithm and the corresponding ground truths. The segmentation results show high similarity with the corresponding ground truths. In Figure 5, we further show the detailed IB-based clustering results for the same four real examples of MR scans. From these results, we see that the IB method clusters each MR slice image into five or six clusters of voxels at the current setting of parameters. The voxel-clusters, d1–d4 and e1–e4, with mean intensities above the threshold, are finally classified as white matter, while other voxel-clusters are finally classified as gray matter. Note that, for real MR images, a3 and a4, the IB method actually obtains the voxel-clusters corresponding to cerebrospinal fluid (see i3 and i4), which have very low intensity in the original MR images. In this paper, we only focus on the classification of gray matter and white matter. Therefore, these voxel-clusters, with mean intensities far below the threshold, are finally classified as gray matter.
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Figure 3. Tanimoto’s performance metric of different segmentation algorithms on 20 normal 3D brain MR images from the Internet brain segmentation repository (IBSR). (a) For GM segmentation; (b) for WM segmentation. 
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Figure 4. Four real T1-weighted brain MR images (first row), the corresponding segmentation results obtained by our algorithms (second row) and the corresponding ground truths (third row). 
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Figure 5. Detailed IB-based clustering results for the same four examples of MR scans as those shown in Figure 4 (a1–a4). Results displayed in one column correspond to one example. 
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3.2. Effect of the Free Parameters on the Algorithm’s Performance


In this part, we choose two representative real brain images,   “ 1 _ 24 ”   and   “ 15 _ 3 ”  , which are of high segmentation accuracy (with low level noise) and of relatively low segmentation accuracy (with high level noise), respectively, to study the joint effect of the free parameters on the performance of the proposed algorithm.
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Figure 6. Tanimoto’s performance metric of our algorithm under different values of β and   M initial   for the image,   “ 1 _ 24 ”  . (a) For GM segmentation; (b) for WM segmentation. 
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Figure 7. Tanimoto’s performance metric of our algorithm under different value of β and   M initial   for the image,   “ 15 _ 3 ”  . (a) For GM segmentation; (b) for WM segmentation. 
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Here, we let the value of   M initial   vary in [5,9] and let the value of β vary in [1.2, 2.0]. Values of other parameters are set the same as those adopted in the above experiments. When   β < 1 . 2  , the cost function of IB gives an insufficient weighting for the data fidelity, making the number of final clusters be one. When   β > 2 . 0  , the cost function of IB gives a large weighting for the data fidelity, making the number of final cluster    M final  =  M initial   . Figure 6 shows the segmentation accuracy of our algorithm under different values of β and   M initial   for the image,   “ 1 _ 24 ”  , while Figure 7 shows the same kind of performance evaluation for the image,   “ 15 _ 3 ”  . From these surface plots, we see that, under a wide range of parameter values, our algorithm can obtain high-accuracy segmentation results for real images with different levels of noise. These results show that our algorithm has a certain degree of tolerance for parameter-value selection.





4. Conclusions


In this paper, we have proposed a new approach for brain MR image segmentation. This approach first maps the original image to a local-feature space, which incorporates the intensity information of both the central voxel and the neighboring voxels. Then, the soft-version IB method clusters the voxels in the feature space. Finally, the clusters of voxels are classified into brain tissues by threshold methods. We have validated the performance of the proposed algorithm on both simulated and real T1-weighted brain image sets in detail. Our results show that, compared with some other well-known brain image segmentation algorithms, the proposed algorithm can improve the segmentation accuracy substantially.
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