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Abstract:

 Self-organization and survival are inextricably bound to an agent’s ability to control and anticipate its environment. Here we assess both skills when multiple agents compete for a scarce resource. Drawing on insights from psychology, microsociology and control theory, we examine how different assumptions about the behaviour of an agent’s peers in the anticipation process affect subjective control and survival strategies. To quantify control and drive behaviour, we use the recently developed information-theoretic quantity of empowerment with the principle of empowerment maximization. In two experiments involving extensive simulations, we show that agents develop risk-seeking, risk-averse and mixed strategies, which correspond to greedy, parsimonious and mixed behaviour. Although the principle of empowerment maximization is highly generic, the emerging strategies are consistent with what one would expect from rational individuals with dedicated utility models. Our results support empowerment maximization as a universal drive for guided self-organization in collective agent systems.
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1. Introduction

Homoeostasis, i.e., the maintenance of “internal conditions”, is essential to any dynamic system capable of self-organization [1]. In particular, living beings, ranging from unicellular organisms to complex plants and animals, have to keep quantities, such as body temperature, sugar- and pH-level, within certain ranges. This regulation requires animals to interact with their environment, e.g. to eat in order to increase their sugar level. As a consequence, successful self-organization and thus survival depends on an individual’s potential to perform actions that lead to a desired outcome with high certainty. In other words, survival is inextricably bound to an individual’s control over the environment. This control can only be established and increased over the long term by anticipating the outcome of the individual’s actions. Anticipation is not restricted to mammals [2] and allows living beings to adapt to an ecological niche, i.e., to environmental constraints that affect survival. Recent experimental evidence [3,4] not only suggests that anticipatory behaviour dramatically enhances the chances of survival [2,5,6], but also identifies it as key to increasingly complex cognitive functions, ranging from short-term sensorimotor interaction to higher-level social abilities [7]. It requires the individual to learn and maintain internal predictive models to forecast changes in the environment, as well as the impact of its own actions [8]. Most real-world scenarios also demand forecasting the behaviour of others with similar interests. In the struggle for life, such interests may be reflected in shared resources essential for homoeostasis, e.g. food as a source of energy.

Observations from biology [9,10] and ecological theories drawn from psychology [11–13] suggest that living beings not favour situations with high subjective control. Motivated by these observations, the information-theoretic quantity of “empowerment” [9,14] has recently been developed as a domain-independent measure of control. Furthermore, empowerment maximization, i.e., seeking states with higher empowerment, has been hypothesized as one possible candidate of an intrinsic motivation mechanism driving the behaviour of biological or artificial agents.

In the present paper, we examine how different assumptions about the behaviour of an individual’s peers in the anticipation process affect subjective control and survival strategies. Our analysis is based on simulations of the interactions of multiple artificial agents with a shared and possibly scarce resource. In order to quantify subjective control and drive behaviour, we use empowerment and the principle of empowerment maximization. As a broader goal, we investigate whether this principle can trigger efficient behaviour under different resource constraints.

Section 2 clarifies the notion of control and outlines how research in psychology and control theory laid the foundations for the development of empowerment. Of further importance within this section, we define what we understand by “anticipatory behaviour” and identify key theoretical research. In Section 3, we introduce a comprehensive model accounting for the interaction and anticipation of multiple agents in a resource-centric environment. In Section 4, we conduct two experiments to investigate our research questions. This is followed by a discussion and remarks on future work in Section 5.



2. Background

In this section, we not only want to give an informal understanding of control in terms of the information-theoretic quantity of empowerment, we also want to insinuate that this mathematical characterization may converge with the psychological understanding of what would constitute control. To probe how far this analogy can be pushed, we will later investigate in our experiments how our formalized approach may be able to give rise to, in fact, psychologically plausible effects.

The Oxford Dictionary defines control as a means of “maintaining influence or authority over something”. We adopt findings from psychology as a starting point towards the quantification of subjective control. In his “Locus of Control of Reinforcement” theory [11], Rotter distinguishes between an action, a reaction, an expectation and external influences that affect the sensation of control. He situates an individual’s belief in control between the two extremes of external vs. internal control. In the case of external control, a subject attributes a mismatch between the expectation and the observed outcome of an action entirely to external forces. In the case of internal control, control is explained entirely by the individual’s own actions invoking the observed outcome.

As a reaction to Rotter’s rather informal notions, Oesterreich proposed the “Objective Control and Control Competence” theory [12]. In this probabilistic framework, he associates chains of actions with potential perceptual follow-up states via transition probabilities. Oesterreich characterizes such a state by its “Efficiency Divergence”, representing the likelihood of different actions leading to distinct follow-up states. As a precursor to the empowerment maximization principle, he suggests selecting states with maximum efficiency divergence as a heuristic to reach a desired goal state. Von Foerster seems to refer to this idea when stating in his essays on cybernetics and cognition “I shall act always so as to increase the total number of choices” [15].

Oesterreich bases his theory entirely on actions and potential follow-up-states, i.e., perceptions. He thus implicitly uses the concept of a “perception-action loop” to which Gibson contributed significantly with his “Theory of Affordances” [13]. Gibson suggests that animals and humans view the world and their ecological niche in terms of what they can perceive and do; for better or worse. He therefore develops an agent-centric perspective, in which the concept of the environment is a by-product of its embodiment, i.e., “the interplay between the agent’s sensors and actuators” [14]. He states that man has changed the environment in order to make more available what benefits and less what injures him. Gibson thus implicitly supports Oesterreich’s heuristic to select states with maximum efficiency divergence.

Touchette and Lloyd formulate control in information-theoretic terms. They consider control problems where systems evolve from states of high to states of low entropy through the intervention of an agent [16]. In a subsequent paper [17], they implemented the perception-action loop via causal Bayesian networks by modelling an agent’s controller as a communication channel between his actuator and sensors. In order to model the evolution of an agent’s controller in an information acquisition task, Klyubin et al. extend the formalism by Touchette and Lloyd and unroll the perception-action loop in time [18]. This is later used as a prerequisite to introduce empowerment [9,14] as an information-theoretic, universal measure for subjective control. Empowerment is based solely on an agent’s embodiment and measures the amount of Shannon information “an agent could potentially ‘inject’ into the environment via its actuator and later capture via its sensor” [14]. Akin to efficiency divergence, the empowerment of a state is low if any choice of action would lead to the same follow-up state and high if different actions would lead to different states, which, in addition, would be clearly distinguished by the agent’s sensor. Analogous to Gibson and Oesterreich, and inspired by common behavioural patterns in nature, the authors hypothesize that living beings follow a principle of empowerment maximization: namely, striving towards situations where, in the long term, they could potentially do more different things if they wanted to. A recent empirical study supports this claim for humans, observing that participants in a control task became frustrated in conditions of low empowerment and tend to be more efficient in situations with high empowerment [19].

Currently, there is little research examining the use of empowerment in the challenging scenario of multi-agent systems. In a 2007 paper, Capdepuy et al. [20] examined how the sharing of information influences empowerment as a trigger for complex collective behaviour. Later [21], they used the notion of multiple-access channels to model simultaneous interaction and relate coordination to information-theoretic limits of control.

To clarify the notion of an “anticipatory system”, we adopt the popular definition of Rosen: an anticipatory system creates and maintains “a predictive model of itself and/or its environment, which allows it to change state at an instant in accord with the model’s predictions pertaining to a later instant” [8]. Anticipatory behaviour reverses traditional causality, in that current decisions are influenced by their potential future outcome [22]. It therefore represents an extension of pure embodied intelligence [23]. Anticipation is not synonymous with prediction, but considers the impact of prediction on current behaviour [24,25].

Research on anticipatory behaviour dates back to the formulation of the ideomotor principle in the early 19th century [26]. This introspective theory was denied by behaviourism in the early 20th century, but the pioneering work of Rosen and discoveries in cognitive science, namely mirror neurons and the simulation hypothesis [27], caused a rise in scientific interest. Nevertheless, explicit research in a large number of disciplines, like physics, biology, sociology, psychology, engineering and artificial intelligence [2], only emerged during the last decade [22,26]. Current research focusses mainly on techniques for learning predictive models and on the definition of anticipation frameworks. Recurrent neural networks, Kalman filters and Bayesian predictors were successfully used to learn action-effect rules [7]. Capdepuy et al. [28] proposed an information-theoretic mechanism to create an internal representation of the agent’s environment, and subsequently, they developed an information-theoretic anticipation framework to identify relevant relationships between events [29]. They also evaluated an active exploration strategy, in which an agent gradually collects samples of the interaction with the environment, such that the prediction accuracy becomes maximized [30].

Only a few studies focus on anticipation in a multi-agent scenario. Paul Davidsson first investigated how anticipation affects cooperative and competitive behaviour [31]. However, cooperation and competition were most prominently examined in the iterated prisoner’s dilemma [24,32–34]. Other researchers studied the effect of anticipation on cooperation in Robot Soccer [35,36] or on the success of agents in a thief-guard game [37]. To our knowledge, the effect of anticipation on the behaviour of multiple agents in the context of empowerment has not been investigated yet.

In our experiments, we address several important questions present in current research on anticipation. Hoffmann noted that “perhaps most important, the processes by which anticipations are transformed into actions are not yet appropriately understood” [26]. We address this question by using empowerment to drive decision-making and examining the consequences. Furthermore, we investigate how an agent can benefit from simulating the behaviour of its peers [5]. Finally, we study how the extent of prediction influences the success of anticipation in terms of survival [38].



3. Formal Model

We first define the perception-action loop, as well as empowerment in the case of a single agent and then extend it to the multi-agent case. We assume the system to be discrete in terms of time t ∈ ℕ and states. Random variables, sets and functions are written in capital letters, while tuples, constants and literals are distinguished by the use of small letters. The set of values that a random variable X can take will be denoted by [image: there is no content]. The probability that X assumes a value x is denoted by p(x).


3.1. The Perception-Action Loop and Empowerment for a Single Agent

As in the related work, we define the perception-action loop by means of a causal Bayesian network. In this notation, every entity under consideration is represented by a random variable, while arrows indicate causal dependencies between them. Figure 1 shows a partial section from the perception-action loop for a single agent, unrolled in time. The environment, comprising the agent’s state Xt and the shared resource Rt, is only affected by the prior environment state and the agent’s action, performed via its actuator At. The agent can perceive the environment via its sensor St, which provides information to the actuator and, thus, closes the interaction loop.

Figure 1. Partial perception-action loop for a single agent.
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We assume the generic case that the agent not only performs once, but h times, resulting in possible action sequences [image: there is no content]. We will call h the agent’s “mental horizon”. From Gibson’s agent-centric perspective [13], the system dynamics then induce the agent’s embodiment as a conditional probability distribution [image: there is no content] between the current state at time t, a sequence of actions and the resulting perception.

The central idea of empowerment [9] is to interpret the agent’s embodiment as a discrete, memoryless communication channel. In information theory, a communication channel transmits a signal X from a sender to a receiver. In the discrete case, the correspondence of signals can be described via a conditional probability distribution p(Y | X). In the classic communication problem, a receiver might receive a potentially different signal Y due to noise in the channel. A channel is called memoryless if the output-distribution p(X) only depends on the inputs at that time. The channel capacity represents the maximum mutual information between the receiver and the sender over all possible input distributions. It is thus “the maximum amount of information the received signal can contain about the transmitted signal” [14]. One efficient means to calculate the capacity of a discrete channel is the algorithm by Blahut [39]. By interpreting the system dynamics as a communication channel, empowerment measures how much information an agent can potentially inject into its environment via its actuator and then perceive via its sensor [9]:

Definition 1. Empowerment
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(1)
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(2)




This corresponds to the agent’s subjective control over the environment, given the current sensor state st. In case of deterministic state transitions, i.e., “one-to-one transitions” [17], the entropy of an action is preserved and empowerment is simplified to the logarithm of the number of potential follow-up states. The simplest way to include empowerment maximization into decision-making is to greedily select the first action of a potential sequence, which leads to a state with maximum empowerment. This choice is immediate if the transition rule is deterministic, but different choices are possible in the stochastic case. We choose the “expected empowerment” of an action [image: there is no content] as a basis for action selection, defined as:

Definition 2. Expected Empowerment
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(3)




In our experiments, we will let agents greedily choose the actions with the highest expected empowerment.



3.2. Embracing Multiple Agents and Anticipation

In order to account for multiple agents, we have to extend the perception-action loop and empowerment. As opposed to Capdepuy et al. [21], we assume a round-based, sequential interaction of agents to foster a thorough analysis of their behaviour and to make the anticipation process less complex. We formalize this assumption by decomposing the loop into a sequence of atomic perception-action loops. Each of these represents one “round” ρ = (X1,…, XN), in which each agent performs once. Although the sequentiality implies an implicit pseudo-hierarchy, it does not affect our investigation, since we only analyse the global behaviour of agents. Figure 2 shows a partial section from a perception-action loop in which each round comprises the interaction of two agents X1, X2.

Figure 2. Partial perception-action loop for two agents and rounds ρ = (X1, X2). Dotted lines indicate the prediction of future sensor states.
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Here, a particular agent does not immediately perceive the effect of its actions, but the environment state after other agents have also acted, i.e., N time steps later. This stresses the need for anticipation: if the environment were static, it would be sufficient for the agent to have a local representation of the system dynamics, which covers exclusively the impact of its actions on the shared resource. Nevertheless, anticipation in the multi-agent case also involves predicting the intentions and survival strategies of others, at least implicitly [40]. This learning process can be very complex in a real environment and is beyond the scope of this paper. Instead, we will select representative models of extreme behaviour implied by the system dynamics and analyse their effect on the agents’ perceived control and survival strategies.

In terms of the taxonomy introduced by Butz et al. [5], we perform “state anticipations”, which directly influence the current decision-making. We implement anticipation by means of a forward model [2,7], i.e., we generate predictions about the next sensed stimuli, given the actual state and a potential action. Predicting changes in the environment for an h-step lookahead thus provides the agents with the h-step embodiment [image: there is no content]. The calculation of this distribution is accomplished by involving h successive repetitions of two estimation steps, illustrated by the dotted lines in Figure 2:


	(1)

	Empty-world estimation: The agent estimates intermediate, follow-up sensor states [image: there is no content] from a fixed and initially provided distribution [image: there is no content]. This comes with the assumption that the environment is static and only accounts for the impact of the agent’s own actions, as if no other agents were present.



	(2)

	Anticipatory estimation: The previous estimation is refined by including the effect of the other agents’ actions on the environment and, therefore, on the sensor state Si,t+N. This also accounts for intrinsic changes in the environment, e.g. due to the growth of the shared resource. A conditional probability distribution [image: there is no content] is used as a behavioural model to map from the intermediate to the finally estimated states.





This approach, as with many predictive models [5,6], suffers from a combinatorial explosion when the state space or the number of available actions increases or the transitions become stochastic. We will keep this “naive” model for the sake of precision, but want to remark that only recently, several approximative optimizations were proposed [10,41].

The behavioural model represents an initial guess of the other agents’ collective behaviour and the resource dynamics. In the course of a simulation, agents might behave differently than expected or even die, resulting in an inaccurate behavioural model and misguiding anticipation. We thus applied a simple unsupervised algorithm to adapt the behavioural model to such unexpected events. This compares expectations with real action outcomes, a strategy present in several anticipation frameworks [26,42]. In detail, the algorithm stores all estimated, intermediate, follow-up states [image: there is no content] when an agent performs. After perceiving the de facto sensor state st+N in the next round, an update of the behavioural model is invoked. If the estimated sensor state does not correspond to the perceived state, the conditional probability of the estimated state, given the intermediate follow-up states, is decreased, while the conditional probability of the perceived state is increased. In our simulations, we only change probabilities by 0.1 per time step. This slow adaptation is intended in order to not alter the effect of different behavioural models too much. One crucial consequence of this learning algorithm is that the behavioural model becomes time-variant, as the estimated system dynamics. Consequently, any calculation based on these dynamics will be transient. This also applies to empowerment, which translates from the single-agent case using simple time-shifts according to the number of agents per round N:

Definition 3. Empowerment for Multiple Agents
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(4)
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(5)




Definition 4. Expected Empowerment for Multiple Agents
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(6)







4. Experiments

We conducted two experiments to investigate the effect of anticipation on subjective control and survival strategies in the given scenario. For a thorough analysis, we chose a minimal model for the agents and the shared resource, which will be outlined first.


4.1. The Testbed

We restrict our simulations to three agents with equal properties. This decision is motivated by the research of Simmel, who demonstrated that a group of three individuals is sufficient to examine a broad range of complex behaviours [43] and thus introduced the triad as a prominent model in microsociology. The shared resource represents the crucial factor in the struggle for survival and is therefore at the centre of the experiments. We assume the resource to grow linearly by rgrowth ∈ ℕ at each time step. Most real resources are finite, so we bound our resource from above via the parameter rmax ∈ ℕ. We decided for a maximum size of rmax = 12 to allow for complex behaviour, while keeping the agent’s sensor state space sufficiently small for a thorough analysis. Thus, the resource takes values rvalue in [image: there is no content] = {0, 1,…, 12}. In our experiments, agents can only perceive and affect each other implicitly via the shared resource. This assumption allows us to evaluate whether the agents are able to deal with entities even when they are not among the currently attended stimuli, representing one ability for autonomous mental life [7]. We thus have a limited sensor with states. S={[image: there is no content]×[image: there is no content]} We perform simulations for eight rounds, i.e., [image: there is no content], of fixed order. Separate simulations are run for mental horizons up to ten, i.e., h ∈ {1,…, 10}.

An agent can either be “dead”, “in need of resource” or “satisfied”, represented by states Xt = {0, 1, 2}. As action alternatives, it can either consume or idle, i.e., [image: there is no content]. For the sake of simplicity, we assume that the system dynamics are known to the agents. However in a real environment, they must be learned. Our fixed empty-world system dynamics [image: there is no content] are illustrated in the finite state machine in Figure 3. All agents are initially “in need”. In this situation, agents can only escape death by consuming the resource immediately. Successful consumption will lower the resource by two units, i.e., rcon = 2, and the agent will become satisfied. If there is not enough resource available, i.e., R < rcon, or the agent decides to idle instead, it will die. Once it is satisfied, an agent can only remain in this state if it continues to consume further resource. Analogous to the previous case, a lack of resource or deliberate idling will result in a fall-back to the inferior state “in need”.

Figure 3. The empty-world system dynamics [image: there is no content] as a finite state machine. Arrows represent state transitions from t → t + N, caused by a particular action. Time indices were omitted.
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These constraints provide us with a minimal model for the phenomena that we wish to capture. More specifically, forcing an agent to consume at least every second round in order to escape death allows us to formulate two kinds of extreme behaviour: an agent performs “greedily” if it consumes non-stop, and it acts “parsimoniously” if it alternates between consumption and idling and, thus, only consumes as often as necessary. We use these extremes to construct two opposed predictive models for “greedy” and “parsimonious” behaviour and use them as initial assumptions in the anticipation process. To predict the alteration inherent in parsimonious behaviour, we assume a probability of 0.5 that agents either consume or idle. The underlying conditional probability distribution is therefore stochastic, while greedy behaviour can be modelled deterministically.



4.2. Scarcity

In order to simulate a struggle for survival and analyse emerging strategies, we must make the shared resource not only finite, but also scarce with respect to the number of agents in the system and their needs. We define the scarcity (T) ∈ ℝ of a resource as the ratio of the produced resource [image: there is no content] and the resource units [image: there is no content], which would be consumed if all agents behaved greedily for [image: there is no content] rounds:

Definition 5. ScarcityS([image: there is no content])



S([image: there is no content])=[image: there is no content][image: there is no content]+1=−[rvalue(0)+([image: there is no content]⋅N⋅rgrowth)[image: there is no content]⋅N⋅rcon]+1



(7)




Here, N denotes the number of agents in the system and rvalue(0) is given explicitly or defaults to zero. Making scarcity dependent on N ensures the compatibility of results across runs with different agent numbers. We assume the following constraints:

Assumptions 1. Constraints to scarcityS([image: there is no content])



rgrowth≥0,rcon≥1



(8)






rvalue([image: there is no content])≤cgreedy([image: there is no content])



(9)




The constraints in Equation (8) express that resource growth is always positive and that consumption involves at least one unit. It implies that cgreedy([image: there is no content])>0, hence scarcity is well defined. Equation (9) denies any abundance of resources and fixes the co-domain of scarcity to S([image: there is no content])∈[0,1]. Scarcity is zero if the shared resource exactly meets the requirements of greedy agents. It is one if agents cannot survive for a single time step. We parametrize our experiments by the scarcity of the resource to implicitly determine the resource parameters rvalue(0) and rgrowth. The testbed settings cover a wide range of scarcity configurations, as listed in Table 1. This table can be used to conveniently look-up which experimental parameters correspond to which scarcities.


Table 1. Scarcity S([image: there is no content]) values and corresponding resource parameters rvalue(0), rgrowth for [image: there is no content]. Values for which only a subset of agents can survive are highlighted in grey.
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As scarcity increases, the survival of all agents becomes impossible if they behave greedily. Values highlighted in grey indicate high degrees of scarcity for which only a subset of agents can survive, even when behaving parsimoniously from the very beginning on.



4.3. Experiment: The Impact of Anticipation on Subjective Control and Survival Strategies

The calculation of empowerment is inextricably bound to a particular behavioural model. In the first experiment, we want to examine how initial assumptions about the behaviour of its peers influence an agent’s empowerment and therefore shape its decisions and survival strategies. We calculated the empowerment for the possible sensor states, given either the assumption of greedy or parsimonious behaviour of all other agents. The calculation is done for mental horizons up to h = 10. The behavioural models cover the resource growth and its consumption by the other agents. Given that the consumption rate is fixed, the models are only affected by changes of rgrowth, and we can thus limit our simulations to the scarcity values S([image: there is no content])=0, 0.25 and 0.75 (cf. Table 1).

Figures 4 and 6 show an agent’s empowerment over all sensor states for different, colour-coded mental horizons. While in Figure 4, the agent initially assumes that its peers perform greedily, Figure 6 illustrates how assuming the others to act parsimoniously affects subjective control. In both cases, the diagrams show empowerment for increasing degrees of scarcity. In each sub-figure, the top row comprises the sensor states St= (1, [image: there is no content]) an agent perceives when it is “in need” of the resource. The bottom row, in turn, represents the sensor states St= (2, [image: there is no content]) when an agent is “satisfied”. From left to right, resource values increase from zero to 12. Note that the model evolution makes empowerment time-variant, thus both figures only represent a snapshot of empowerment at t = 0.

Figure 4. Empowerment over sensor states St = (Xt, Rt), assuming greedy behaviour in anticipation. Xt represents the current agent state (top: “in need”; bottom: “satisfied”) and Rt the current resource value (rising from left to right). (a): Resource scarcity S([image: there is no content])=0; (b): Resource scarcity S([image: there is no content])=0.25; (c): Resource scarcity S([image: there is no content])=0.75.
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Figure 6. Empowerment over sensor states St = (Xt, Rt), assuming parsimonious behaviour in anticipation. Xt represents the current agent state (top: “in need”; bottom: “satisfied”) and Rt the current resource value (rising from left to right). (a): Resource scarcity S([image: there is no content])=0; (b): Resource scarcity S([image: there is no content])=0.25; (c): Resource scarcity S([image: there is no content])=0.75.
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Some characteristics are independent of anticipatory estimation: The empty-world system dynamics imply that, once an agent is “dead”, no action can change its situation. This makes the agent’s subjective control drop to zero for the sensor states St= (0, [image: there is no content]) To not unnecessarily bloat the plot, these states were omitted from the diagrams. Empowerment is also always zero for the states St = (1,0), (1,1), because there are insufficient resources to consume and any action will thus lead to death. These states illustrate Seligman’s concept of “helplessness”: “A person or animal is helpless with respect to some outcome when the outcome occurs independently of all his voluntary responses” [44].


4.3.1. Greedy Peers

We now examine an agent’s empowerment for different degrees of scarcity if the peers are initially considered to behave greedily. In this deterministic case, as noted in Section 3.1, empowerment simplifies to the logarithm of the number of potential follow-up states.

For S([image: there is no content])=0 (Figure 4a), i.e., a situation in which there is plenty for everyone, empowerment decreases for increasing resource values, i.e., for sensor states St ∈ {(1, 2), (1, 3),…, (1, 12)} and St ∈ {(2, 2), (2, 3),…, (2, 12)}. This shape is due to the abundance of resources, which covers all of the agents’ needs, even if they consume greedily. Thus, idling in a particular state will increase the shared resource and make lower resource states unavailable to the agent.

Larger mental horizons allow extended exploration. Nevertheless, the upper boundary on the resource limits the exploration space to a finite number of potentially accessible states. This space is further confined due to the inaccessibility of lower resource values. Consequently, empowerment increases for larger mental horizons, but also saturates for larger resource values. The more resource is available to an agent, the less meaningful becomes its ability to anticipate.

For the present deterministic behavioural model, different actions will unambiguously lead to a single follow-up state with possibly unequal empowerment. By comparing the empowerment of the states a particular action will lead to, we can directly infer the agent’s behaviour: if the empowerment is the same for the follow-up states or both actions lead to the same state, the agent is indecisive. Otherwise, it will stick to the principle of empowerment maximization and choose the action leading to the state with higher empowerment. For a scarcity of S([image: there is no content])=0, agents will be indecisive between idling and consuming for a low mental horizon of h = 1. For larger horizons h > 1, they will clearly prefer consuming, because idling would lead to higher resource states and thus less control. Assuming the peers to behave greedily makes the agent favour states with lower resource values. Unfortunately, a flaw in prediction, e.g. an underestimation of the peers’ consumption, could lead to predicting a sufficiently high resource value, although it will turn out to be too low to consume. As this might cause the agent to fall to an inferior state, we label this survival strategy “risk-seeking”. These rather theoretical observations are visualized more clearly in Figure 5, showing the agents’ and resource’s state changes with time for one sample drawn from simulations. The “risk-seeking” behaviour is represented in blue.

Figure 5. Agent and resource states over time for different behavioural models and degrees of scarcity. Agent states X = {0, 1, 2} correspond to being “dead”, “in need of resource” or “satisfied”. The red line shows that a scarcity of 0.47 denies survival to at least one agent.
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The empowerment of an agent changes dramatically if the resource becomes slightly scarce, i.e., S([image: there is no content])=0.25. From Figure 4b, we can see that the agent lacks any control in state St = (2,0), because the resource recovers too slowly to allow for consumption. Furthermore, empowerment now increases for increasing resource values and sensor states St ∈ {(1, 2), (1, 3),…, (1, 12)}, as well as St ∈ {(2, 2), (2, 3),…, (2, 12)}. In contrast to the zero-scarcity case, the greedy consumption of other agents denies an agent the possibility to get back to sensor states with high resource values once the resource is used up. With increasing scarcity, we can thus observe a turn from a risk-seeking to a risk-averse survival strategy. We label it “risk-averse”, because the agent strives towards states with higher resource values, for which the consequences of misconceptions in prediction are less tragic. Any scarcity value S([image: there is no content])>0 will compromise the survival of the agents if they perform greedily. The longer the action sequences are that an agent can handle in prediction, the sooner it will recognize this threat. With an increasing mental horizon, an agent will thus predict a gradual collapse of alternatives and thus a drop in empowerment. Nonetheless, empowerment does not drop to zero here, but to a non-vanishing plateau, expressing that any action sequence can reach several alternative states. This is the case, because anticipation is optimized for the immediate future: any state transition in which at least one agent fails to consume would result in its death, triggering an update of the other agents’ behavioural models. By using a transitory model for estimating more distant sensor states, the agent gets an unrealistic estimate represented by such artefacts.

The agents’ helplessness is even stronger given higher scarcity values. A scarcity of S([image: there is no content])=0.75 does not allow all agents to survive, even when they behave strictly parsimoniously. The empowerment distribution (Figure 4c) shows considerably more spots with zero empowerment than previously observed. This can be interpreted as “helplessness over the long term”: the agents recognise sooner that any action sequence will lead to the same miserable outcome. Thus, they already become indecisive between life- and death-states and exhibit suicidal behaviour for a mental horizon of h = 1 and resource values Rt < 7. A risk-averse strategy is only partially preserved for high resource values and low mental horizons. Note that this distribution reflects an agents’ empowerment at t = 0. The death of other agents at a later time and the following update of the behavioural model might lead to a rise in empowerment.



4.3.2. Parsimonious Peers

Next, we will analyse how the agent’s empowerment and the induced behaviour changes if the peers are assumed to behave parsimoniously. The behavioural model is now stochastic, i.e., it expresses “one-to-many transitions” [17], which increase entropy in the distribution of potential follow-up sensor states. One consequence is that empowerment is less pronounced throughout (Figure 6).

The first empowerment distribution (Figure 6a) was calculated for a scarcity of zero and shares some characteristics with the outcome from assuming greedy behaviour. However, the explanation for the shape of this distribution is more complicated than in the deterministic case: as before, higher resource states cause action sequences to collapse into single states close to the upper resource boundary. This has two opposed effects on the entropy of the follow-up state distribution: on the one hand, the entropy is decreased, because the transitions become deterministic; on the other hand, it is increased, because the action sequences, representing inputs to the corresponding communication channel, cannot be clearly distinguished by their output, i.e., their follow-up states. Here, the first tendency is stronger, resulting in a decrease of channel capacity, i.e., empowerment. Compared to the greedy case, behaviour almost approximates to a risk-seeking survival strategy; however, agents become indecisive in their action choice for high resource values. This implies that agents might prefer idling to consuming, although there is sufficient resources available for constant satisfaction.

For a low scarcity of S([image: there is no content])=0.25, assuming parsimonious behaviour results in an as yet unfamiliar distribution, represented by Figure 6b: for sensor states St ∈ {(1, 2), (1, 3),…, (1, 12)} and St ∈ {(2, 0), (2, 1),…, (2, 12)} and for a particular mental horizon, empowerment first increases to a maximum and then decreases again. For larger mental horizons, this maximum shifts to higher resource values. Thus, larger mental horizons provide the agents with more subjective control in states with higher resource values. To interpret the behaviour induced by a stochastic behavioural model, we calculated the decision bias towards consumption for all sensor states St and mental horizons h (Figure 7) by means of expected empowerment. In detail, we calculated the fraction of expected empowerment [image: there is no content] with respect to the action acon. Since there are only two actions to choose from, a value >0.5 indicates a definitive choice of consumption, while a value <0.5 means that the agent will favour idling. We label the novel survival strategy implied by Figure 7a “mixed”: for higher resource states, an agent puts more weight on consuming, but prefers to idle in lower resource states. In other words, agents strictly consume when there is sufficient resource available, but start saving when it falls below a certain threshold. With larger mental horizons, agents choose to idle even for high resource values. The ability to predict future threats earlier thus allows one to take preventive actions sooner. A realization of this “mixed” behaviour is visualized by the purple line in Figure 5.

Figure 7. Decision bias towards consumption over sensor states St = (Xt, Rt), using a parsimonious behavioural model. Values >0.5 indicate that the agent will consume. In contrast to previous figures, sensor values are visualized consecutively in a single row. (a): Resource scarcity S([image: there is no content])=0.25; (b): Resource scarcity S([image: there is no content])=0.75.
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The empowerment distribution for a high scarcity of S([image: there is no content])=0.75 (Figure 6c) only resembles the results from the greedy model at first sight. Here, empowerment does not completely vanish for high mental horizons, but converges smoothly to zero. The distribution detects a difference between empowerment for the states of being “in need” and “satisfied” and thus implies a lower risk for indecisiveness and suicidal behaviour. Observing the decision bias in Figure 7b, one can infer that agents will instantly begin to behave parsimoniously for mental horizons h > 3.




4.4. Experiment: The Impact of Anticipation on Survival

We have demonstrated that initial assumptions about an agent’s peers have a strong effect on individual behaviour and lead to a diverse set of survival strategies. We will now switch to a global perspective and address the question of which of the emerging survival strategies is most efficient under different degrees of scarcity. In other words, we analyse which behaviours of the other agents should be assumed in order to survive as long as possible. We define the global survival rate ℜ([image: there is no content]) as the ratio of all agents that are still alive after [image: there is no content] rounds, formally:



ℜ([image: there is no content])=|{i:Xi,t>0 at t=([image: there is no content]⋅N)}||{i:Xi,0>0}|



(10)




We simulated the agents’ interactions (cf. Figure 5) for each degree of scarcity (cf. Table 1) and mental horizons up to h = 8. To cope with the effects of indecisiveness, we calculated 50 samples and averaged the survival rate, resulting in 21,600 individual simulations. In Figure 8, we compare the average survival rates for a subset of mental horizons over increasing degrees of scarcity. The left diagram shows the survival rate after the whole and the right diagram the results after only half of the simulation.

Figure 8. Average survival rate over scarcity. The red area indicates scarcity levels, which prevent all agents from surviving for the full simulation, even if acting parsimoniously. (a): Full simulation duration; (b): Half simulation duration.
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The survival rate after the complete simulation (Figure 8a) shows a sudden drop at scarcity S([image: there is no content])=0.47, because an initial resource value of rvalue(0) = 2 at this degree of scarcity makes it impossible for all agents to survive, even when performing parsimoniously. The red line in Figure 5 illustrates this effect. The diagram shows only minor differences in survival rate between both behavioural models. At first sight, it thus seems to refute our prior impression that assuming other agents to behave parsimoniously constitutes an advantage for higher degrees of scarcity. At closer inspection, however, not necessarily surviving for the duration of the whole experiment, but rather for as long as possible would seem to be a more realistic goal. Thus, we revisit the survival rate after only half of the simulation, i.e., [image: there is no content]=4. From Figure 8b, we can see that a parsimonious behavioural model leads to much higher “half time” survival rates for critical scarcity values [image: there is no content]. However, survival is equally bad at [image: there is no content], because the resource constraints are too hard, even when behaving parsimoniously. The induced behaviour even lets all agents survive at [image: there is no content] for a mental horizon as low as one. Furthermore, the survival rate decreases slower for extreme degrees of scarcity.

This also illustrates that the effect of our scarcity measure on the survival of agents is slightly non-monotonic for the whole simulation duration and strongly non-monotonic for shorter intervals. This is caused by the dependency of the measure on both the initial resource value and its growth.




5. Discussion

The survival strategies emerging in the simulations seem plausible in respect to rational individuals with dedicated utility models: if there were no scarcity, we would expect them to consume greedily in order to stay “satisfied”. Nevertheless, as soon as the resource starts to become scarce, an individual should better start consuming less and finally refrain from consuming more than absolutely necessary if scarcity rises even more. In accordance with empowerment maximization, the strategies promising the longest lifetime were triggered by those behavioural models leading to the highest subjective control (Table 2).


Table 2. Maximum empowerment for different degrees of scarcity and initial assumptions in anticipation. Maximum values for a particular scarcity level are highlighted in grey.
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We can infer several rather generic findings from our experimental results: given the constraints posed by our model, agents seem to develop the most efficient behaviour locally if they assume their peers to act in a way that would be indeed the most efficient on a global level. Furthermore, driven by empowerment maximization, multiple agents with equal limitations to their perceptual apparatus and actions are capable of surviving in a flat hierarchy without direct communication, even when being threatened by high degrees of scarcity. Finally, we observed that different mental horizons, which determine the extent of anticipation, have a strong impact on subjective control and behaviour. We found that large mental horizons are not necessarily of benefit, because they can create a too pessimistic view of the distant past, given only present information. As a result, agents may consider themselves “helpless over the long term”, which causes them to be undecided and, sometimes, suicidal. Johannson and Balkenius report similar findings from their research on anticipation in multi-agent environments and conclude that “prediction time must be set depending on the task” [37]. In our case, this would imply that one should align the mental horizon with the possible survival time. Furthermore, we hypothesize that there may be alternative, shorter lookahead horizons, which could foster survival by means of a more optimistic prediction of the future and at the same time lower the risk of imprecise predictions. Put differently, not only focussing on distant goals, but also “appreciating the moment” seems to be essential to respond to an uncertain, but dismal-looking future in order to achieve biologically plausible behaviour.



6. Conclusions and Future Work

In the present paper, we examined the effect of anticipation on subjective control and survival strategies in a multi-agent, resource-centric environment. We used the information-theoretic quantity of empowerment as a measure for an agent’s subjective control of its environment and evaluated empowerment maximization as a principle, which may underlie biologically plausible behaviour. In order to simulate a struggle for survival, we developed a minimal model based on insights from psychology, as well as microsociology and introduced a scarce resource on which all agents depended.

Our experimental results show that the generic principle of empowerment maximization can trigger biologically plausible behaviour in different scenarios: agents developed risk-seeking, risk-averse and mixed strategies, which, in turn, correspond to greedy, parsimonious and mixed behaviour. The efficiency of these strategies under resource scarcity turns out to be very sensitive to an agent’s assumptions about the behaviour of its peers.

From these results, we can see that empowerment maximization for action selection in an anticipatory process fulfils the requirements for decision-making in self-organizing systems. More specifically, the information-theoretic nature of empowerment makes it a highly generic quantity not restricted to specific agent structures. It allows agents to increase organization over time. It not only guided our agents with respect to the crucial task of survival, but also with regard to the secondary objective of satisfaction. Different initial assumptions in the anticipation process produce qualitatively different behavioural patterns and can thus be used for guiding agent behaviour.

The model used in our simulations is at this stage minimal, but highly extensible. As an immediate next step in research, we can allows agents to perceive and affect each other and investigate the effects of selfishness, altruism and global survival. Furthermore, having the agents learn the others’ strategies might contribute to this research goal. The model suggests differentiating between agent roles to create explicit hierarchies. It also allows one to consider sensor and actuator evolution as ways of incorporating new modalities into the interaction. Furthermore, it supports the seamless integration and investigation of further means of explicit guidance, e.g. the recently proposed goal-weighted empowerment [45].
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