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Abstract: Biological networks are open systems that can utilize nutrients and energy from 

their environment for use in their metabolic processes, and produce metabolic products. 

System entropy is defined as the difference between input and output signal entropy, i.e., the 

net signal entropy of the biological system. System entropy is an important indicator for 

living or non-living biological systems, as biological systems can maintain or decrease their 

system entropy. In this study, system entropy is determined for the first time for stochastic 

biological networks, and a computation method is proposed to measure the system entropy 

of nonlinear stochastic biological networks that are subject to intrinsic random fluctuations 

and environmental disturbances. We find that intrinsic random fluctuations could increase 

the system entropy, and that the system entropy is inversely proportional to the robustness 

and stability of the biological networks. It is also determined that adding feedback loops to 

shift all eigenvalues to the farther left-hand plane of the complex s-domain could decrease 

the system entropy of a biological network. 

Keywords: system entropy; thermodynamics; open system; biological network; nonlinear 

stochastic system; Hamilton-Jacobi inequality (HJI); linear matrix inequality (LMI) 
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1. Introduction 

Entropy is a measure of the randomness or disorder of a physical system due to intrinsic random 

fluctuations and environmental disturbances [1–3]. According to the second law of thermodynamics in 

a thermally isolated system, entropy typically tends to increase, i.e., entropy describes the dispersion of 

energy and the natural tendency of spontaneous change toward states with higher entropy [4–7]. 

However, biological systems can absorb nutrients and energy from the external environment for use in 

metabolic processes, producing metabolites to maintain life. Since these biological systems can 

exchange material and energy with their environments to maintain their stability and structure, they are 

open systems, i.e., their entropy can be maintained by exchanging materials and energy with their 

environment. The maintenance of entropy is an important indicator separating biological systems from 

non-living systems. As pointed out by Schrödinger, biological systems consume negative entropy to 

maintain the entropy used for their maintenance [8,9]. 

Biosystems are open irreversible statistical thermodynamic systems [10–14]. It is still difficult to 

measure the entropy of biological systems however, because these are always stochastic dynamic 

systems [10–12]. At present, no efficient method exists for use in calculating the entropy of nonlinear 

stochastic networks [1–3,8,13–15]. When a nonlinear stochastic network is driven by white noise, the 

entropy of the biological network is a measure of its randomness, which is characterized by the 

covariance of the state variables of the biological network [2,6]. The entropy of a nonlinear stochastic 

biological network is therefore denoted as the normalized randomness of the driven white noise [8,16–25]. 

The entropy of a biological network is in fact a systematic property [6]. It is very difficult to measure 

systematic randomness in order to calculate the entropy of a biological network directly. In this study, 

we describe the system entropy of a stochastic system in terms of the input signal entropy minus the 

output signal entropy (i.e., the net signal entropy of the biological network), introducing an indirect 

method for measuring the system entropy of a stochastic biological system. The purpose of this paper is 

to emphasize that system entropy is a systematic characteristic of biological systems. Based on systems 

theory, we could calculate the system entropy of biological systems from their system matrices. Like 

lowpass filters, we could understand their system properties from their transfer functions or frequency 

response functions, without measuring their input/output signals. Under a systematic Hamilton-Jacobi 

inequality (HJI) -constraint, we were able to minimize the upper bound of the system entropy to approach 

the real system entropy of a nonlinear biological network. The entropy measurement problem of 

nonlinear stochastic networks can therefore be transformed to an HJI-constrained optimization problem. 

It was found that intrinsic random parameter fluctuations increase the system entropy of a biological 

network, while a feedback loop with all eigenvalues shifted to the farther left-hand plane of the complex 

s-domain could decrease the system entropy and stabilize the biological network. 

At present, there is no efficient method for solving the HJI-constrained optimization problem in the 

calculation of the system entropy of a nonlinear stochastic biological network. In this study, based on a 

global linearization technique, several linearized biological networks are interpolated at certain operation 

points to approximate the nonlinear biological network. In this way, the HJI could be interpolated by a 

set of linear matrix inequalities (LMIs) [26]. In this case, LMIs-constrained optimization could replace 

HJI-constrained optimization for measuring the system entropy of nonlinear biological networks. 

Furthermore, the relationship between system entropy and robustness and stability, as well as the sensitivity 
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of a biological network, are also discussed to obtain a more systematic insight into the system entropy. 

We found that more stable biological networks correspond to lower system entropies. A biological 

network with more robustness or less sensitivity will also exhibit lower system entropy. This observation 

has also been confirmed by previous findings [27–40]. Furthermore, it can be observed that the system 

entropy of a biological network is a measure of the network response to environmental disturbances [41–47]. 

Lower system entropy implies less sensitivity to environment disturbances, and vice versa. With the help 

of the LMI toolbox available in the Matlab software package, we could easily solve the corresponding 

LMIs-constrained optimization problem to measure the system entropy of a nonlinear biological 

network. Finally, two in silico examples of nonlinear biological networks are given to illustrate the 

system-entropy measurement procedure, and to gain a greater insight into the systematic responses of 

living systems to their environments. 

2. Results and Discussion 

2.1. On the Measurement of System Entropy in Linear Stochastic Biological Networks 

First, for simplicity, we consider a linear biological network with the following stoichiometric 

equation (Figure 1): 

( ) ( ) ( )
( ) ( )

X t AX t Bv t

y t CX t

= +

=


 (1)

where X(t) = [x1(t) ... xn(t)]T denotes the state vector of the biological network with n species,  

v(t) = [v1(t) ... vn(t)]T represents the network input, y(t) indicates the network output. A, B, and C 

respectively denote the system interaction matrix, input coupling matrix and output coupling matrix of 

the linear biological network as follows: 

11 1 11 1 11 1

1 1 1

, ,  
n m n

n nn n nm l l n

a a b b c c

A B C

a a b b c c

     
     = = =     
          

  
        

  
 

If all state variables of the biological network are considered as the network output, C = diag [C11 ... Cln]; 

if the last state xn(t) is the only network output, C = [0 ... 0 Cln]. The randomness of the output or input 

signals can be perceived as the dispersal of the random signals [6], i.e., randomness of output signal is 

represented as ( ) ( ){ }0

T T
or E y t y t dt T=   when the randomness of input white noise is 

( ) ( ){ }0

T T
ir E v t v t dt T=   where { }E   denotes the expectation of   and T is the time period of input 

white noise v(t), i.e., v(t) is within the time interval ሾ0, ܶሻ. The entropy of input noise or output signal is 

defined as the logarithm of its randomness [6,8], i.e., the entropy of input noise 

( ) ( ){ }0
log

T T
is E v t v t dt T= −   and the entropy of output signal ( ) ( ){ }0

log
T T

os E y t y t dt T= −  . 

Therefore, the entropy of linear stochastic biological system (1) is the difference between output signal 

entropy and input signal entropy with zero initial state condition X(0) = 0, i.e., the system entropy is 

defined as the net signal entropy of biological system: 
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( ) ( ) ( ) ( )
0 0

1 1
log log

T TT T
i os s s E y t y t dt E v t v t dt

T T
   = − = −   
    

 

or: 

( ) ( )

( ) ( )

( ) ( ){ }
( ) ( ){ } ( )

0 0

00

1

log log ,  0 0
1

T TT T

TT TT

E y t y t dt E y t y t dt
T

s X
E v t v t dtE v t v t dt

T

 
 
 = = =
 
 
 

 


 (2)

Let us denote the system randomness r as ( ) ( ){ } ( ) ( ){ } ( )
0 0

,  0 0
T TT Tr E y t y t dt E v t v t dt X =  , 

then the entropy of the linear stochastic system is the logarithm of the randomness of the system, i.e., 
logs r . If we can measure system randomness r, its logarithm is the system entropy s. It is seen that 

if the input signal randomness is less than the output signal randomness (i.e., r < 1), system entropy is 

negative (i.e., s < 0). In this situation, biological networks can absorb biomass and energy from the 

environment by metabolic processes obtaining negative entropy to improve the orderly structure of the 

biology network. As a result, system entropy will decrease naturally. Obviously, this definition of system 

entropy match the Schrödinger’s claim that biological life is maintained by negative entropy. The system 

entropy is a modification of the entropy in systems theory [6,8,15]. We add the logarithm to it to more 

meet the conventional information entropy so that is more convenient for us to discuss system entropy 

in biological system from the systematic perspective. If the biological network disperses biomass and 

energy to the environment (i.e., r > 1), the system entropy s is positive (i.e., s >0). In this situation, the 

biological network will obtain the entropy and its orderly structure will be destroyed. 

 

Figure 1. A simple linear stochastic biological network with stochastic dynamic model in 

Equation (1). 

In general, it is difficult to calculate the system entropy s in (2) for the linear biological network in 

Equation (1) directly. In this study, an indirect method is proposed to calculate the system entropy s in 
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Equation (2) via the system characteristics of the biological network. Let us denote the upper bound r  

of the system randomness as follows: 

( ) ( ){ }
( ) ( ){ } ( ) ( ){ } ( ) ( ){ } ( )0

0 0

0

 or ,  0 0

T T

T TT T

T T

E y t y t dt
r r E y t y t dt rE v t v t dt X

E v t v t dt
= ≤ ≤ =


 


 (3)

We will firstly estimate the upper bound r  of the system randomness in Equation (3) and then 

decrease r  as small a value as possible to approach the system randomness of the biological network. 

Then we get the following result. 

Remark 1. If the initial condition is X(0) ≠ 0 in Equation (1), then the energy of initial state X(0) 

should be considered into the system randomness of biological system and Equation (3) should be 

modified as:  

( ) ( ){ }
( )( ) ( ) ( ){ } ( )0

0

,  0 0
0

T T

T T

E y t y t dt
r X

V X E v t v t dt
= ≠

+




 

for some positive energy function V(X) > 0 and V(0) = 0, i.e., the randomness of the initial state of the 

biological network should be added to the randomness of input signal. In this situation, the system 

entropy should be modified as follows 

( ) ( ){ }
( )( ) ( ) ( ){ } ( )0

0

log ,  0 0
0

T T

T T

E y t y t dt
s X

V X E v t v t dt
= ≠

+




 

for some positive energy function V(X) > 0, i.e., the net signal entropy in Equation (2) should take 

account of the effect of the initial state X(0). In general, V(X(t)) is chosen as the Lyapunov function 

V(X(t)) = XT(t)PX(t) for some positive symmetric matrix P > 0. 

Definition 1. The linear biological system in Equation (1) is called stable if all the eigenvalues of A are 

in the left-hand side of the s-domain, i.e., the real parts of eigenvalues Re{λi(A)} ≤ 0 for all i. 

Proposition 1. The system randomness of the linear biological network in Equation (1) has an upper 

bound r  if the following LMI has a positive solution P = PT > 0. 

0
T T

T

PA A P C C PB

B P rI

 + +
≤ − 

 (4)

Proof. See Appendix A. 

From Equation (3), it is seen that r  is the upper bound of the system randomness r. From the 

Proposition 1, the system randomness of the linear biological network Equation (1) can be estimated by 

solving the following LMI-constrained optimization problem: 

0
min
P

r r
>

=  subject to LMI in (4) (5)
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The above LMI-constrained optimization problem can be easily solved by decreasing r  in LMI 

Equation (4) until there exists no positive definite symmetric matrix P, which could be easily  

performed with the help of the LMI toolbox available in the Matlab software package. After solving the 

LMI-constrained optimization for system randomness r in Equation (5), we could obtain the system 
entropy of the linear stochastic system in Equation (1) as logs r= . Since LMI in Equation (4) is 

characterized by system matrices A, B and C, the system randomness r or system entropy s measured by 

solving the LMI-constrained optimization problem in Equation (5) is completely dependent on system 

matrices A, B and C in Equation (1). 

Remark 2. 

(i) The LMI in Equation (4) is equivalent to the following Riccati-like equation through the Schur 

complement [15]: 

1
0T T TPA A P C C PBB P

r
+ + + ≤  (6)

(ii) Obtaining the system randomness r by solving the LMI-constrained optimization problem in 

Equation (5), the Riccati-like equation in Equation (6) could be replaced by: 

( )1T T TC C PBB P PA A P
r

+ ≤ − +  (7)

From the Riccati-like inequality in Equation (7), it is clear that the system randomness r and 

also the system entropy s are all dependent on the system parameters A, B and C. Obviously, the 

system randomness r or entropy s is a measurement of systematic characteristic. Since the last 

term in the right-hand side of the inequality Equation (7) is positive, it is seen that if the 

eigenvalues of A are all located at the farther left-hand side of s-domain (i.e., the real parts of 

eigenvalues are more negative or the loops of biological system are with more strength from the 

systematic perspective) (Figure 2), the biological network in Equation (1) is with less system 

randomness r and lower system entropy s. If the eigenvalues of A are all located near the imaginary 

axis (i.e., less negative), in order to maintain the inequality in Equation (7), the system randomness 

r or system entropy s must be large enough. In summary, biological systems with more stability 

are with more ability to maintain its system structure (or phenotype) and therefore is with less 

system randomness or entropy, and vice versa. 

(iii) From the Riccati-like inequality in Equaiton (7), if system matrix A is fixed, in order to make 

system randomness r and system entropy s smaller, input coupling matrix B and output coupling 

matrix C in Equation (1) must be smaller. This is why there are so many membranes and semi-

transparent membranes isolating biological systems from the environment with only some 

receptors or sensors remained to interact with the outside environment (i.e., make B and C in 

Equation (1) as small as possible to protect the biological system from the environment). 

Remark 3. If feedback loops FX(t) are obtained by the biological network in the evolutionary process 

as follows [48–51]: 

( ) ( ) ( ) ( )X t AX t FX t Bv t= + +  (8)
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then the Riccati-like equation in Equation (7) can be replaced by:  

( ) ( )1 TT TC C PBB P P A F A F P
r

 + ≤ − + + +   (9)

Obviously, if the feedback loops F could shift the eigenvalues of A to the more left-hand complex  

s-domain, i.e., the eigenvalues of A + F are at the farther left-hand side than A in the s-domain as shown 

in Figure 2. Then from Equation (9), the feedback loops F can decrease system randomness and entropy. 

On the contrary, if the eigenvalues of A + F are closer to the jω-axis than the eigenvalues of A, the 

feedback loops will decrease the value in right-hand side of Equation (9) and therefore increase system 

randomness or entropy of the biological network. 

 

0

×
×

×

×
×

jω

σ

× ×

×

×
×

Adding negative 
feedback loops

× eigenvalues of A

× eigenvalues of A+F

 

Figure 2. The locations of the eigenvalues λi of A in the s-domain. If the feedback loop FX(t) 

can shift the eigenvalues of A to the farther left-hand side of s-domain, then it decreases the 

system entropy. Black × denotes the location of eigenvalues of the original biological system 

in Equation (1), and blue × denotes the shifted location of eigenvalues of biological systems 

in Equation (8) by the feedback loop FX(t), i.e., the eigenvalues of A + F. σ and jω denote 

the real and imaginary axis in complex domains, respectively. 

If the biological network in Equation (1) suffers from the intrinsic random parametric fluctuations  

as follows: 

( ) ( ) ( ) ( )

( ) ( )
1

N

i i
i

X t A An t X t Bv t

y t CX t

=

 = + + 
 

=


 (10)

where ni(t) represents the i-th random fluctuations sources caused by events like genetic mutation and 
epigenetic alteration. Ai denotes the fluctuation amplitude due to the i-th white noise, i.e., 

1
( )

N

i ii
A n t

=  

denotes the intrinsic random fluctuations due to N random fluctuation sources. By Itô stochastic  

process [24,25,52,53], Equation (10) can be rewritten as: 

( ) ( ) ( )( ) ( ) ( )

( ) ( )
1

N

i i
i

dX t AX t Bv t dt A X t dw t

y t CX t
=

= + +

=

  (11)
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where dwi(t) = ni(t)dt and wi(t) denotes the Wiener process or Brownian motion [54–56]. We then get 

the following result. 

Definition 2. For the biological system in Equation (10), the ability to tolerate the intrinsic parameter 

perturbation 
1

( )
N

i ii
An t

=  without violation of system stability is called the stability robustness of  

the system. 

Proposition 2. The system randomness of the linear biological network with intrinsic parameter 

fluctuations in Equation (3) has an upper bound r  if the following LMI has positive solution P > 0: 

1 0

N
T T T

i i
i

T

PA A P C C A PA PB

B P rI
=

 + + +  ≤ 
−  

  (12)

Proof. See Appendix B. 

Similarly, the system randomness of the linear stochastic biological network in Equation (11) can be 

estimated by solving the following LMI-constrained optimization problem:  

0
min
P

r r
>

=  subject to LMI in (12) (13)

Replace r  with r in Equation (12), we can obtain the following Riccati-like inequality via Schur 

complement: 

( )
1

1N
T T T T

i i
i

C C A PA PBB P PA A P
r=

+ + ≤ − +  (14)

Comparing Equation (14) with Equation (7), due to the positive term 
1

N T
ii

A PA
= , the system 

randomness r and entropy s of the stochastic biological network in Equation (10) are respectively larger 

than the system randomness and system entropy of the linear biological network without intrinsic 

random parameter fluctuations in Equation (1). Apparently, the intrinsic parameter fluctuations will 

destroy network structures (or phenotypes) leading to the increase of the system randomness and system 

entropy of the biological network. 

Remark 4. 

(i) If the eigenvalues of A in Equation (11) are more negative (or the system loops are with more 

strong strength), then the term −(AP + ATP) in Equation (14) becomes larger due to P > 0 and the 
biological system could tolerate more the term 

1

N T
i ii

A PA
=  due to intrinsic fluctuation 

1
( )

N

i ii
A n t

=  in Equation (11) and could decrease the system randomness r (or system entropy s). 

(ii) In order to attenuate the effect of intrinsic parameter fluctuations on the increase of system 
randomness or system entropy (i.e., let 

1

N T
i ii

A PA
=  in Equation (14) as small as possible), there 

exist so many redundant and module structures in biological systems to attenuate the phenotypic 

variations in Ai due to genetic variations and epigenetic alterations in the evolutionary process. 
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(iii) If the state feedback loops FX(t) with all eigenvalues in the left complex plane of the s-domain 

are developed for the stochastic biological network Equation (9) in the evolutionary process  

as follows: 

( ) ( ) ( ) ( ) ( )

( ) ( )
1

N

i i
i

X t A An t X t FX t Bv t

y t CX t

=

 = + + + 
 

=


 (15)

In this situation, the Riccati-like inequality in Equation (14) should be changed as: 

( ) ( )
1

1N
TT T T

i i
i

C C A PA PBB P P A F A F P
r=

 + + ≤ − + + +   

Therefore, the biological network with feedback loops F to let all eigenvalues of A + F in the 

farther left complex plane of the s-domain will be with more stability robustness to tolerate more 

network random fluctuations and will decrease the network randomness and entropy to maintain 

its phenotype, i.e., a larger stability robustness in the right-hand side of Equation (16) will lead 

to less system randomness r or system entropy s tolerating larger random fluctuation term 

1

N T
i ii

A PA
=  due to ( )

1

N

i ii
tA n

=  in Equation (15). However, if the added feedback loops F make 

the eigenvalues of A + F closer to the jω-axis than the eigenvalues of A, the feedback loops will 

increase the network randomness and entropy of the biological network. 

(iv) Dissipativity, all biological networks are open irreversible systems and the entropy production 

rate of biological system in Equation (16) is associated with the following dissipation rate η [26]: 

( ) ( ){ }
( ) ( ){ } ( )0

0

,  for 0 0,  0

T T

T T

E v t y t dt
X

E v t v t dt
η η≤ = ≥




 

By the following derivative procedure with V(X(t)) = XT(t)PX(t) ≥ 0 and P > 0: 

( ) ( ){ }
( ) ( ) ( ) ( ) ( )
0

0

2

20
1

0 0

( )
(0) ( )

1 ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

2

( ) ( ) ( ) ( )

T T

T T

TNT T T T T T
i i

i

T T
i i

T TT T T

E v t y t dt

dV X t
V X V X t E v t y t dt

dt

X t PX t
E v t y t X t PX t X t PX t X t A A X t dt

X

PA A P A PA
v t v t dt X t v tη

=

   = − + +  
   

  ∂ ≤ + + +  ∂   

+ +
 = +  







 

 

1

1
( )2
( )1

2

N
T

i

T

PB C
X t

v t
B P C Iη

=

 +   
   
   + −  



 

If the following LMI holds: 
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1

1

2
0

1

2

N
T T T

i i
i

T

PA A P A PA PB C

B P C Iη

=

 + + + 
  ≤
 + −  


 

we get { }0 0
( ) ( ) ( ) ( )

T TT TE v t y t v t v t dtη≤   and the above LMI is equivalent to the following  

Riccati-like inequality: 

1

1 1
0

2 2

N
T T T T

i i
i

PA A P A PA PB C B P Cη
=

  + + + + + ≤  
  

  

Comparing the above Ricatti-like inequality with Equation (14), there is an association with 

the system randomness r and the dissipation rate η. 

2.2. On the Measurement of System Entropy in Nonlinear Stochastic Biological Network 

In general, biological networks are always nonlinear. In this situation, the biological network in 

Equation (1) should be modified as the following nonlinear stochastic network: 

( ) ( ) ( ) ( ) ( )
( ) ( )

,  0 0X t f X g X v t X

y t h X

= + =

=


 (17)

where f(X) = [f1(X) ... fn(X)]T denotes the nonlinear interactions among n species within the biological 

network, g(X) = [g1(X) ... gm(X)] denotes the nonlinear coupling between the biological network and the 

external input signal v(t). h(X) = [h1(X) ... hl(X)] denotes l nonlinear outputs. 

Remark 5. The equilibrium point Xe of interest (i.e., the phenotype) of a nonlinear biological network 

is assumed at X(t) ≡ 0, i.e., Xe = 0. If the equilibrium point Xe ≠ 0, the origin of the nonlinear network 

must be shifted to Xe for the convenience of analysis. Similarly, the system entropy of the nonlinear 

biological network Equation (17) is defined as the logarithm of the system randomness in Equation (2). 

Based on the upper bound of the system randomness in Equation (3), we get the following result. 

Proposition 3. The system randomness of nonlinear stochastic network Equation (17) has an upper 

bound r  if the following HJI has a positive Lyapunov solution V(X) > 0: 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 0

T

T TV X V X
f X h X h X g X v t rv t v t

X X

∂ ∂   
+ + − ≤   ∂ ∂   

 (18)

Proof. See Appendix C. 

Since r  is the upper bound of system randomness, from Proposition 3, the system randomness  

r of the nonlinear biological network in Equation (17) is calculated by solving the following  

HJI-constrained optimization: 

( ) 0
min

V X
r r

>
=  subject to HJI in (18) (19)
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After we solve the system randomness r from the HJI-constrained optimization problem Equation (19), 

the system entropy of the nonlinear biological network is obtained as s = log r. 

Suppose the nonlinear biological network Equation (17) suffers from the following intrinsic random 

fluctuations due to N random noise sources ni(t), for i = 1, ..., N: 

( ) ( ) ( ) ( ) ( ) ( )

( ) ( )
1

N

i i
i

X t f X f X n t g X v t

y t h X
=

= + +

=


 (20)

where fi(X) denotes the effect of the i-th random fluctuation source ni(t) on the biological network. 

The above nonlinear stochastic network can be represented by the following Itô stochastic  

process [57]: 

( ) ( ) ( ) ( )( ) ( ) ( )

( ) ( )
1

N

i i
i

dX t f X g X v t dt f X dw t

y t CX t
=

= + +

=


 (21)

where dwi(t) = ni(t) and wi(t) denotes the Wiener process or Brownian motion. We then get the  

following result. 

Proposition 4. The system randomness of nonlinear stochastic network in Equation (20) with intrinsic 

random fluctuations has an upper bound r  if the following HJI has a positive solution V(X) > 0: 

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )
2

2
1

1
                                                    0

2

T

T

N
T T

i i
i

V X V X
f X h X h X g X v t

X X

V X
f X f X rv t v t

X=

∂ ∂   
+ +   ∂ ∂   

∂
+ − ≤

∂
 (22)

Proof. See Appendix D. 

Therefore the following constrained optimization problem is required to solve and measure the system 

randomness in the nonlinear stochastic biological network in Equation (20): 

( ) 0
min

V X
r r

>
=  subject to HJI in (22) (23)

After obtaining the HJI-constrained optimization in Equation (22) for system randomness r, the 

system entropy of nonlinear stochastic network Equation (20) can be obtained as s = log r. 

Remark 6.  

(i) Comparing the HJI in Equation (18) with the HJI in Equation (22) when r  is replaced by r, it is 

seen that the positive term ( ) ( ) ( )2 2

1

N T
i ii

f X V X X f X
=

 ∂ ∂   in Equation (22) due to the 

random intrinsic fluctuations will cause a larger system randomness r and system entropy s for 

the nonlinear stochastic network in Equation (20). 

(ii) If some nonlinear feedback loops F(X) are developed for the nonlinear stochastic biological 

network Equation (20) in the evolutionary process as follows: 
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( ) ( ) ( ) ( ) ( )( ) ( ) ( )
1

N

i i
i

dX t f X F X g X v t dt f X dw t
=

= + + +  

then the HJI in Equation (22) is modified as the following HJI: 

( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
2

1 2

1
0

2

T T
N

T T T
i i

i

V X V X V X
f X F X h X h X g X v t f X f X rv t v t

X X X=

∂ ∂ ∂   
+ + + + − ≤   ∂ ∂ ∂   

  

When comparing the above HJI with the HJI in (22), it is seen that the negative feedback loops F(X) 

will cause less system randomness and entropy while positive feedback loops can increase the system 

randomness and entropy of the nonlinear stochastic biological network. 

In general, there is no efficient method to solve the HJI in Equations (18) or (22). Therefore, it is very 

difficult to solve the HJI-constrained optimization problem in Equations (19) or (23) for the entropy of 

the nonlinear biological network Equations (17) or the nonlinear stochastic biological network  

Equations (20). In order to solve the HJI-constrained optimization problems in Equations (19) and (23) 

for the calculation of the system randomness and entropy in nonlinear biological networks, the global 

linearization technique is employed in the following section to simplify the calculation procedure of 

system entropy. 

2.3. The Calculation of System Entropy in Nonlinear Stochastic Biological Networks by the Global 

Linearization Method 

In order to efficiently solve the HJI-constrained optimization problems in Equations (19) and (23) for 

the system randomness and entropy of nonlinear biological networks, the global linearization technique 

is employed to simplify the system-entropy measurement procedure by transforming the nonlinear 

biological network in Equations (17) to a set of interpolated local linearized linear biological networks. 

By the global linearization method [26], if all the global linearizations are bounded by a polytope 

consisting of M vertices as [26,54–56]: 

( )

( )

( )

( )
1

0 1

1

,  
i M

i M

i M

f X

X
A A A

g X
C B B B X t

X
C C C

h X

X

∂ 
 ∂        
∂        ∈ ∀        ∂               ∂ 
 ∂ 

   (24)

where C0 denotes the convex hull of polytope with M vertices defined in Equation (24), then the state 

trajectory X(t) of the nonlinear biological network (17) could be represented by the convex combination 

of the state trajectories of the following M local linearized biological networks derived from the vertices 

of the polytope in (24) [26,54–56]: 

( ) ( ) ( )
( ) ( )

,  for 1, ,i i

i

X t A X t B v t i M

y t C X t

= + =

=

 
 (25)

By the global linearization theory [26], if Equation (24) holds, then every trajectory of the nonlinear 

biological network in Equation (17) is a trajectory of a convex combination of M linearized biological 
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networks in Equation (25). Therefore, if we can prove that the convex combination of M linearized 

biological networks in Equation (25) can represent the nonlinear biological network in Equation (17), 

then they will have the same system entropy. The convex combination of M linearized biological 

networks in Equation (25) can be represented as [58]: 

( ) ( )

( )
1

1

( ) ( ) ( )

( ) ( )

M

i i i
i

M

i i
i

X t X A X t B v t

y t X C X t

α

α

=

=

= +

=






 (26)

where the interpolation function ( ) ( ) ( )2 2

2 21
( ) 1 / ( ) ( )

M

i i ii
X t X X t X X tα

=
= − −  satisfies 

( )0 1i Xα≤ ≤  and ( )
1

1
M

ii
Xα

=
= , i.e., the trajectories of the nonlinear biological network in Equation (17) 

can be represented by the interpolated biological networks in Equation (26), which is the convex 

combination of M local linearized biological networks at the vertices of polytope in Equation (25). 

Remark 7. Actually, there are many interpolation methods to interpolate some local linearized networks 

at different operation points to approximate the nonlinear biological network in Equation (26), for 

example, interpolation methods by fuzzy bases [59,60] and cubic spline bases [61–63]. 

If the nonlinear biological network in Equation (17) could be approximated by the global linearization 

system in Equation (26), then based on Proposition 4 we get the following result. 

Proposition 5. The system randomness of the nonlinear stochastic network Equation (17) has an upper 

bound r  if the following LMIs has a positive definite symmetry matrix P > 0: 

0,  for 1, ,
T T

i i i i i
T

i

PA A P C C PB
i M

B P rI

 + +
≤ = − 

  (27)

Proof. See Appendix E. 

Based on Schur complement [58], the LMIs in Equation (27) could be transformed to the following 

Riccati-like in equalities: 

1
0,  for 1, ,T T T

i i i i i iPA A P C C PB B P i M
r

+ + + ≤ =   (28)

which is the same form as the Riccati-like equation in Equation (27) and can be considered as the local 

linearization set of HJI in Equation (18) at the M vertices of local linearized networks in Equation (17). 

Therefore, the system randomness r  of the nonlinear biological network Equation (17) or global 

linearization system Equation (26) can be calculated by solving the following LMIs-constrained 

optimization problem: 

0
min
P

r r
>

=  subject to LMIs in (27) (29)

then the system entropy of the nonlinear biological network in Equations (17) or (26) can be obtained as 

s = log r. Substituting r  into r  in Equations (28), we get:  
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( )1T T T
i i i iC C PBB P PA A P

r
+ ≤ − +  (30)

Remark 8.  
(i) From Equation (30), it is seen that if the eigenvalues of local linearized system matrices Ai are 

all with more negative real part (more stable), then the nonlinear biological network in  

Equations (17) or (26) will be with less system randomness r and less system entropy s, and  

vice versa. 

(ii) The LMIs-constrained optimization problem for system randomness r in Equation (29) can be 

easily solved by decreasing r  until no positive definite solution P > 0 exists in Equations (27) 

or (28) with the help of the LMI toolbox included in the Matlab software package. 

After measuring the system randomness r and entropy s of the nonlinear biological network in 

Equation (17) by solving the LMIs-constrained optimization problem in Equation (29). We want to avoid 

solving the HJI-constrained optimization problem in Equation (23) to measure the system randomness 

and entropy of the nonlinear stochastic biological network (20) with intrinsic random fluctuations. 

Similarly, by following the global linearization of the nonlinear stochastic biological network  

Equation (20), if all the global linearized systems are bounded by a polytope consisting of the following 

M vertices [58]: 

( )

( )

( )

( )

( )

( )

1
1

111 1

0
1

1

1

,  

i M

i M

n
iNN MN

i M

i M

f X

X
f X AA A

X AA A

C X tf X
AA A

X
BB B

g X
CC C

X
h X

X

∂ 
 ∂ 

∂              ∂               ∈ ∀  ∂            ∂         ∂                  ∂
 ∂ 
 ∂ 

  
   (31)

then the state trajectory X(t) of the nonlinear stochastic network in Equation (20) can be represented by 

the convex combination of the trajectories of the following M local linearized biological networks 

derived from the vertices of the polytope in Equation (31) [26,54–56]: 

( ) ( ) ( ) ( ) ( )

( ) ( )
1

,  for 1, ,
N

i ij j i
j

i

X t A X t A X t n t B v t i M

y t C X t

=

= + + =

=

 
 (32)

By the global linearization theory [26], if Equation (31) holds, then every trajectory of the nonlinear 

stochastic network in Equation (20) is a trajectory of a convex combination of M local linearized 

biological networks in Equation (32). Therefore, if we could prove that the convex combination of M 

linearized biological networks in Equation (32) can represent the nonlinear stochastic biological network 
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in Equation (20), then they will have the same system randomness and entropy. The convex combination 

of M local linearized stochastic biological networks in Equation (32) can be represented as [26]: 

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

1 1

1

M N

i i ij j i
i j

M

i i
i

X t X A X t A X t n t B v t

y t X C X t

α

α

= =

=

 
= + + 

 

=

 





 (33)

where the interpolation function ( )i Xα  satisfies ( )0 1i Xα≤ ≤  and ( )
1

1
M

ii
Xα

=
= , i.e., the interpolation 

of M local linearized stochastic biological networks in Equation (33) at M vertices in Equation (31) is 

employed to approach the nonlinear stochastic biological network in Equation (20). 

After interpolating M local linear stochastic biological networks in Equation (33) to approximate the 

nonlinear biological network in Equation (20), we can get the following result. 

Proposition 6. If the following LMIs have a positive definite symmetry solution P > 0: 

1 0,  for 1, ,

N
T T T

i i i i ij ij i
j

T
i

PA A P C C A PA PB
i M

B P rI

=

 + + +  ≤ = 
 − 

   (34)

then the system randomness r  of the nonlinear stochastic biological network in Equations (20) or (33) 

has an upper bound r . 

Proof. See Appendix F. 

Remark 9. By Schur complement [26], the LMIs in Equation (34) are equivalent to the following  

Riccati-like inequalities: 

1

1
0,  for 1, ,

N
T T T T

i i i i ij ij i i
j

PA A P C C A PA PB B P i M
r=

+ + + + ≤ =   (35)

From the upper bound r  of the system randomness in Equations (34) or (35), the system randomness 

of the nonlinear stochastic biological network in Equations (20) or (33) could be measured by solving 

the following LMIs-constrained minimization problem:  

0
min
P

r r
>

=  subject to LMIs in (34) (36)

After solving the LMIs-constrained optimization in Equation (36) for the system randomness r of the 

nonlinear stochastic biological network in Equations (20) or (33), we could obtain the system entropy  

s = log r. If we substitute r for r  in Equation (35), then we can get: 

( )
1

1
,  for 1, ,

N
T T T T

i i ij ij i i i i
j

C C A PA PB B P PA A P i M
r=

+ + ≤ − + =   (37)

From Equation (37), it is seen that the more negative eigenvalues of local system matrix Ai and the 

less local perturbations Aij due to intrinsic random fluctuations will lead to a less system randomness r 

and system entropy s of the nonlinear stochastic biological network. If the eigenvalues of the biological 



Entropy 2015, 17 6816 
 

 

system are fixed, large local perturbations Aij may lead to large system randomness r. Larger input/output 

couplings Bi and Ci with environment will also lead to larger system randomness and entropy. 

By multiplying Q = P−1 > 0 to both sides of Equation (37) and r1 = r−1, we can get the following inequality: 

1
1

1

0
N

T T T T
i i i i ij ij i i

j

AQ QA QC C Q QA Q A Q B r B−

=

+ + + + ≤  (38)

By Schur complement [26], Equation (38) is equivalent to: 

1 1

1

1 0 0 0

00 0 0

0 0 0

0 0 0

T T T T T T
i i i i iN

i

i

iN

AQ QA Br B Q C QA QA

C Q

A Q Q

Q

A Q Q

 + +
 − 
  <−
 

− 
 − 




 (39)

Therefore the minimization problem can be solved by the following expression: 

1 1minr r=  subject to LMIs into (39), 0Q > , 1 0r >  (40)

system randomness r in Equation (36) can be resolved by r = r1
−1 and P = Q−1. 

Remark 10. 

(i) Comparing Equation (30) with Equation (37), because of the positive term 
1

N T
ij ijj

A PA
=  due to 

intrinsic random fluctuations ( ) ( )
1

N

i ij
f x n t

=  in the nonlinear stochastic biological network in 

Equation (20), system randomness r in Equation (37) must be larger than system randomness r 

in Equation (30) of the nonlinear biological network Equation (17) without intrinsic random 

fluctuations. Obviously, the intrinsic random fluctuations can increase system randomness r and 

system entropy s of the nonlinear biological networks.  

(ii) If the nonlinear stochastic biological network in Equation (20) has developed new feedback loops 

F(X) to tolerate network fluctuations as follows: 

( ) ( ) ( ) ( ) ( ) ( ) ( )
1

N

i j
j

X t f X F X f X n t g X v t
=

= + + +  (41)

which could be approximated by the following global linearization system: 

( ) ( )
1

1
,  for 1, ,

N
TT T T

ij ij i i i i i i i i
j

A PA C C PB B P P A F A F P i M
r=

 + + ≤ − + + + =    (42)

where F(X) is approximated by ( ) ( )
1

M

i ii
X FX tα

= , then the Riccati-like inequality Equation (37) 

is replaced by Equation (39): 

( ) ( )
1

1
,  for 1, ,

N
TT T T

ij ij i i i i i i i i
j

A PA C C PB B P P A F A F P i M
r=

 + + ≤ − + + + =    (43)

Obviously, feedback loops F(X) with the interpolation of M local feedback loops FiX(t), for i = 1, ..., M, 

to shift all eigenvalues Ai + Fi to the farther left-hand plane of the s-domain will decrease the system 

randomness r and then decrease the entropy s of the nonlinear biological network in Equations (41) or 
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(42) while the feedback loops F(X) with local FiX(t), for i = 1, ..., M that makes the eigenvalues of  

Ai + Fi closer to the jω-axis will increase the system randomness and the entropy of the biological 

network in Equations (41) or (42). 

Based on the above analysis, a measure procedure of system entropy for nonlinear biological 

networks is given as follows:  

(i) Construct nonlinear dynamic equations of biological networks as Equations (17) or (20). 

(ii) Use global linearization technique in Equations (24) or (31) to approximate the nonlinear biological 

network as Equations (26) or (33). 

(iii) Solve the LMIs-constrained optimization in Equations (29), (36) or (40) for the system randomness 
r and the entropy logs r=  of the nonlinear biological network in Equations (17) or (20). 

3. Example of Calculating System Entropy of Biological Networks 

In this section two examples of calculating the system entropy of biological networks are given to 

illustrate the proposed system-entropy calculation methods; one example is about calculating the system 

entropy of a phosphorelay pathway in the molecular level and the other example is about calculating the 

system entropy of an ecological system. 

3.1. Example 1: The System Entropy of a Phosphorelay System 

Consider a phosphorelay system from high osmolarity glycerol (HOG) signal pathway in yeast 

(Figure 3). This pathway is organized in the following [64]. It involves the transmembrane protein Sln1, 

which is present as a dimer. Under normal conditions, the signaling pathway is active due to continuous 

autophosphorylation at a histidine residue, Sln1H-P, under the consumption of ATP. Subsequently, this 

phosphate group is transferred to an aspartate group of Sln1 which is Sln1D-P, then to a histidine residue 

of Ypd1, and to an aspartate residue of Ssk1. Finally, Ssk1-P is continuously dephosphorylated by  

a phosphatase. 

Input signal:
high osmolarity

v(t)

Sln1(t) Sln1H-P(t) Sln1D-P(t)

Ypd1(t) Ypd1-P(t)

Ssk1-P(t) Ssk1(t) Output 
signal y(t)

H H
D D

H H
D D

H H
D D

Plasma
membrane

P P P P
P P

P  

Figure 3. Schematic representation of phosphorelay system in example 1 consisting of  

Sln1-branch of high osmolarity glycerol (HOG) pathway in yeast [64]. 
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Let us denote X(t) = [x1(t) x2(t) x3(t) x4(t) x5(t) x6(t) x7(t)]T ≜ [Sln1(t) Sln1H-P(t) Sln1D-P(t) Ypd1(t) 

Ypd1-P(t) Ssk1(t) Ssk1-P(t)]T. Then the dynamic behavior of the Sln1-phosphorelay system in yeast can 

be represented by the following dynamic equation [64]: 

( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )

( )

1 1 1 3 3 4 0

2 1 1 2 2

3 2 2 3 3 4

4 4 5 6 3 3 4

5 4 5 6 3 3 4

6 5 7 4 5 6

7 5 7 4 5 6

6

x t k x t k x t x t k v t

x t k x t k x t

x t k x t k x t x t

x t k x t x t k x t x t

x t k x t x t k x t x t

x t k x t x t x t x t

x t k x t x t x t x t

y x t

= − + +

= −

= −

= −

= − +

= −

= − +

=















 (44)

where k0 = 0.5, k1 = 0.4, k2 = 0.1, k3 = 50, k4 = 50, k5 = 0.5 and v(t) is white noise with zero mean and 

unit variance. The temporal profile of state variables of the Sln1-phosphorelay system is given in Figure 4a. 
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Figure 4. Temporal profiles of the state variables of Sln1-phosphorelay system  

(a) Sln1-phosphorelay system in Equation (44) and (b) Sln1-phosphorelay system with 

intrinsic random fluctuations in Equation (46). Both figures (a) and (b) were simulated by 

using Runge-Kutta scheme with the time step 0.01. The system entropy of (a) and (b) were 

measured as s = 3.5447 and s = 13.1483 by solving Equations (29) and (36), respectively. 

The overall system entropy increased when the intrinsic random fluctuations were considered. 
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Based on the proposed measure procedure, we calculated the system entropy of the biological network. 

According to the global linearization in Equation (26), the Sln1-phosphorelay system in Equation (44) 

was represented by the following global linearization system: 

( ) ( )
4

1

( ) ( ) ( )i i i
i

X t X A X t B v tα
=

= +  (45)

where the local linearized system matrices Ai, for i = 1, 2, 3, 4 are given in Appendix G. The interpolation 

functions are ( ) ( ) ( )2 2

2 21
( ) 1/ ( ) ( )

M

i i ii
X t X X t X X tα

=
= − − , where X(t) denotes the states of the 

proteins of the HOG system and Xi denotes the i-th local operation point with local linearization [33]. 

By solving the LMIs-constrained optimization problem in Equation (29) with: 

7

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0.0028 0 0.0005 0.0005 0.0051

10 0 0 0 0.1451 0.1450 0.0004 0.0003

0 0 0.0005 0.1450 0.1457 0.0001 0.0041

0 0 0.0005 0.0004 0.0001 2.1116 2.0984

0 0 0.0051 0.0003 0.0041 2.0984 2.2114

P

 
 
 
 −
 = − − 
 −
 

− 
 − − − 

 

we measured the system randomness as r = 34.629 and the system entropy of the Sln1-phosphorelay 

system as s = 3.5447. 

Suppose the Sln1-phosphorelay system suffered from the following two intrinsic random fluctuations 

from random noise sources n1(t) and n2(t): 

( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

1 1 1 3 3 4 1 1 0

2 1 1 2 2 2 1 2 2

3 2 2 3 3 4 2 4 1

4 4 5 6 3 3 4 5 6 2 3 4 1

5 4 5 6 3 3 4 5 6 2 3 4 1

0.1

0.2 0.1

0.1

0.1 0.1

0.2 0.2
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




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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
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0.1 0.1

x t k x t x t x t x t x t n t x t x t n t

x t k x t x t x t x t x t n t x t x t n t

y x t

= − + +

= − + + +

=





 (46)

where n1(t) and n2(t) were independent white noise with zero mean and unit variance. The temporal 

profile of the stochastic biological network Equation (46) with intrinsic random fluctuations is given in 

Figure 4b. From Equation (33), the nonlinear stochastic biological network in Equation (46) was 

approximated by the following global linearization system: 

( ) ( ) ( ) ( ) ( )
4 2

1 1
i i ij j i

i j

X t X A X t A X t n B v tα
= =

 
= + + 

 
   (47)

where Ai is the same as Equation (45) and Aij, for i = 1,2,3,4, j = 1, 2 are also given in Appendix G. By 

solving the LMIs-constrained optimization problem in Equation (36) with: 
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4

0.3275 0.3432 0.3263 0.0082 0.0077 0.0232 0.0182

0.3432 0.3729 0.3416 0.0057 0.0053 0.0379 0.0110

0.3263 0.3416 0.3325 0.0039 0.0024 0.0627 0.0125

10 0.0082 0.0057 0.0039 0.6919 0.6803 2.3615 2.0463

0.0077 0.0053 0.0024 0.068

P

−
= − − −

03 0.6762 2.3233 2.0498

0.0232 0.0379 0.0627 2.3615 2.3233 8.5551 7.3236

0.0182 0.0110 0.0125 2.0463 2.0498 7.3236 7.8763

 
 
 
 
 
 
 − −
 

− − 
 − − 

 

We measured the system randomness as r = 5.1314 × 105 and the system entropy of the nonlinear 

stochastic biological network Equation (46) as s = 13.1483, which were much larger than the system 

randomness and system entropy of biological network without intrinsic random fluctuations in Equation (44). 

Obviously, the intrinsic random fluctuations in Equation (46) will increase the system entropy of the 

biological network. 

3.2. Example 2: The System Entropy of Predator-Prey Ecological System 

Consider the following predator-prey ecological system [65]: 

( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )

( ) ( )
( )

1 1 1 2 1 1

2 2 1 2 2 2

1

2

0.05 0.05

0.05 0.06

x t x t x t x t h v t

x t x t x t x t h v t

x t
y t

x t

= − + +

= − +

 
=  
 



  
(48)

where h1 = 0.8, h2 = 0.8 and v1(t), v2(t) are the external inputs with zero mean unit variance white noise. 

The simulation of the predator-prey ecological system in Equation (48) is shown in Figure 5a. Based on 

global linearization in Equation (26), the predator-prey ecological system in Equation (48) can be 

approximated by the following global linearization system: 

( ) ( )
4

1

( ) ( ) ( )i i i
i

X t X A X t B v tα
=

= +  (49)

where the interpolation functions are ( ) ( ) ( )2 2

2 21
( ) 1/ ( ) ( )

M

i i ii
X t X X t X X tα

=
= − − , where X(t) 

denotes the states of the population of the prey or predator system and Xi denotes the i-th local operation 

point with local linearization [33]. The local linearized system matrices Ai, for i = 1,2,3,4 are given in 

Appendix H. The temporal profile of the predator and prey population in Equation (48) is shown in 

Figure 5a. 

By solving the LMIs-constrained optimization in Equation (29), the measurement of the system 

randomness and entropy with 
1.7498 0

0 1.7618
P

 
=  
 

 was acquired as follows: system randomness  

r  = 14.73831 and the system entropy s = 2.6905. 

Suppose the predator-prey system suffered from the following intrinsic random fluctuations from two 

random noise sources n1(t) and n2(t): 
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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( )
( )

1 1 1 2 1 2 1 1 1

2 2 1 2 1 2 2 2 2

1

2

0.05 0.05 0.2

0.05 0.06 0.2

x t x t x t x t x t x t n t h v t

x t x t x t x t x t x t n t h v t

x t
y t

x t

= − + + +

= − − +

 
=  
 



  
(50)

where h1 = 0.8, h2 = 0.8 and n1(t), n2(t) are independent white noise with zero mean and unit variance. 

From Equation (33), the nonlinear stochastic predator-prey system in Equation (50) was 

approximated by the following global linearization system: 

( ) ( ) ( ) ( ) ( )
4 2

1 1
i i ij j i

i j

X t X A X t A X t n B v tα
= =

 
= + + 

 
   (51)

where Ai is the same as Equation (49) and Aij, for i = 1,2,3,4, j = 1,2 are also given in Appendix H. The 

temporal profile of the predator and prey population with intrinsic random fluctuations is shown in 

Figure 5(b). By solving the LMIs-constrained optimization problem in Equation (40) with 

0.2946 0.0527

0.0527 0.2070
P

 
=  
 

, the system randomness was measured as r = 26.0657 and the system entropy 

of nonlinear stochastic network in Equation (50) was measured as s = 3.2606, which were larger than 

the system entropy of biological network without intrinsic random fluctuations in Equation (48). 

Obviously, the intrinsic random fluctuations will increase the system entropy of the ecological network.  
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Figure 5. Simulation of the gowth and decline of (a) the predator-prey system in Equation (48) 

and (b) the predator-prey system with intrinsic random fluctuations in Equation (50). Both 

figures (a) and (b) were simulated by using Runge-Kutta scheme with the time step 0.01. 

The system entropy of (a) and (b) were measured as s = 2.6905 and s = 3.2606 by solving 

Equations (29) and (40), respectively. The overall system entropy increased when the intrinsic 

random fluctuations were considered. 
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4. Conclusions 

Based on the difference between input signal entropy and output signal entropy, a determination of 

the system entropy of a nonlinear stochastic biological network was introduced for the first time in this 

study. An indirect method was also proposed to measure system entropy by minimizing its upper bound. 

We found that system entropy of biological systems is determined by their system matrices and 

parameter fluctuations. A global linearization scheme was employed to avoid the necessity for solving 

a difficult HJI-constrained optimization problem to measure the system entropy of nonlinear stochastic 

biological networks. This scheme replaces the HJI-constrained optimization problem with a  

LMIs-constrained optimization problem, which can be efficiently solved using the LMI toolbox 

provided by the Matlab software. We found that the system entropy of biological networks is inversely 

proportional to their robustness and stability, and that intrinsic random fluctuations can increase the 

system entropy. We also found that a feedback loop that could shift all eigenvalues to the farther  

left-hand plane of s-domain decreases the system entropy, while a feedback loop that makes the 

eigenvalues of A + F closer to the jω-axis than the eigenvalues of A increases the system entropy. 

Redundancy can attenuate the intrinsic random fluctuations due to genetic mutations and epigenetic 

alterations, and therefore, decrease the system entropy of a biological network. Furthermore, the 

proposed system entropy calculation method for nonlinear stochastic biological networks can applied to 

the estimation of the influence on the system entropy by feedback loops added to the biological system 

in the field of synthetic biology or metabolic flux analysis in metabolomics, etc. From our measurements 

of the system entropy of biological networks, we were able to gain a greater, more systematic insight 

into the behavior of living systems. 
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Appendix 

Appendix A: Proof of Proposition 1 

From the upper bound of entropy in Equation (3), we get:  
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( ) ( ){ } ( ) ( ){ } ( )
0 0

,  0 0
T TT T TE X t C CX t dt rE v t v t dt X≤ =   (A1)

or equivalently: 

( )( ){ } ( )( ){ } ( ) ( ) ( ) ( ) ( )( )
0

0 0
T T T T d

E V X E V X T E X t C CX t rv t v t V X t dt
dt

  − + − + ≤  
  

  (A2)

Let us denote the Lyapunov equation V(X(t)) for some positive symmetric matrix P > 0: 

( )( ) ( ) ( )TV X t X t PX t=  (A3)

Then Equation (A2) is equivalent to the following inequality: 

( ) ( ){ } ( ) ( ){ }
( ) ( ) ( ) ( ) ( ) ( )( )

0

0 0

                                0

T T

T T T T T

E X PX E X T PX T

d
E X t C CX t rv t v t X t PX t dt

dt

− +

  − + ≤  
  


 (A4)

By the fact V(X(T)) = XT(T)PX(T) ≥ 0 and V(X(0)) = XT(0)PX(0) = 0 if the following inequality holds, 

then the inequality in Equation (A4) holds: 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ){ }0
0

T T T T T TE X t C CX t rv t v t X t PX t X t PX t dt− + + ≤    (A5)

or: 

( ) ( )( ){ }0
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 0

T T T T T T T T TE X t C CX t rv t v t X t A v t B PX t X t P AX t Bv t dt− + + + + ≤

or: 

( ) ( ) ( )
( )0

0
T T

T T T

T

X tPA A P C C PB
E X t v t dt

v tB P rI

   + +   ≤     −     
  (A6)

If the LMI in Equation (4) holds, then the inequality Equation (A6) holds and the inequality Equation (A1) 

or Equation (3) also holds, i.e., the system randomness r  of the biological network Equation (1) has an 

upper bound r . It should be noted that if X(0) ≠ 0, i.e., V(X(0)) ≠ 0, the system randomness defined in 

Remark 1 can be also proved with an upper bound r by the similar procedure. In the case X(0) ≠ 0, 

V(X(0)) cannot be cancelled in the proof procedure. □ 

Appendix B: Proof of Proposition 2 

Following the line of the Proof of Proposition 1 in Appendix A, if the system randomness of biological 

network in Equation (10) has an upper bound, then we get the following inequality from Equation (A4): 

( )( ){ } ( )( ){ } ( ) ( ) ( ) ( ) ( )( )
0

0 0
T T T T d

E V X E V X T E X t C CX t rv t v t V X t dt
dt

  − + − + ≤  
  

 (B1)

From the linear stochastic network in Equation (9), we get the following Itô formula [62,66–69]: 
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( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( )

2

2
1

2

2
1 1

1

2

1
( )

2

T
N

T T
i i

i

T
N N

T T
i i i i

i i

V X V X
dV X dX t X t A A X t dt

X X

V X V X
AX t dt Bv t dt A X t dw t X t A A X t dt

X X

=

= =

∂ ∂ 
= + ∂ ∂ 

∂ ∂   = + + +   ∂ ∂  



 
 (B2)

By the fact that: 

( ) ( ) ( )0,  2i

V X
Edw t PX t

X

∂
= =

∂
 and 

( )2

2
2

V X
P

X

∂
=

∂
 (B3)

and from (B1), we get: 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )(
( ) ( ))

0

1

2 2
0

                                                                                 

T T T T T T

N T T
i ii

X t C CX t rv t v t X t PAX t X t PBv t
E

X t A PA X t dt
=

 − + + ≤ 
+ 

 




 (B4)

Following the similar procedure in Appendix A, if the LMI in Equation (12) holds, then the entropy 

of the stochastic biological network in Equations (10) or (11) has an upper bound r . □ 

Appendix C: Proof of Proposition 3 

From the upper bound of system randomness in Equation (3), we get: 

( ) ( ){ } ( ) ( ){ } ( )
0 0

,  0 0
T TT TE h X h X dt rE v t v t dt X≤ =   (C1)

or equivalently: 

( ) ( ) ( ) ( )( ){ } ( )
0

0,  0 0
T T TE h X h X rv t v t dt X− ≤ =  (C2)

Let us choose the Lyapunov (energy) function of nonlinear biological network in Equation (17) as: 

( )( ) ( )( )0,  0 0V X t V X> =  (C3)

then Equation (C2) is equivalent to the following inequality:  

( )( ) ( )( ) ( ) ( ) ( ) ( ) ( )( )
0

0 0
T T T d

V X V X T E h X h X rv t v t V X t dt
dt

  − + − + ≤  
  

  (C4)

By the fact V(X(0)) = V(0) = 0, V(X(T)) ≥ 0, if the following inequality holds, then the inequality 

Equation (C4) holds: 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )
0

0

T
T T T V X

E h X h X rv t v t f X g X v t dt
X

  ∂   − + + ≤   ∂    
  (C5)

Equation (18) holds, then Equation (C5) holds and Equation (C4) also holds, i.e., Equation (C1) holds 

and the system randomness of nonlinear biological network in Equation (17) has an upper bound r . □ 
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Appendix D: Proof of Proposition 4 

Following the line of the proof of Proposition 3 in Appendix C, if the randomness of nonlinear 

stochastic biological network in Equations (20) or (21) has an upper bound r , then we could get the 

following inequality form Equation (C4): 

( )( ) ( )( ) ( ) ( ) ( ) ( ) ( )( )
0

0 0
T T T d

V X V X T E h X h X rv t v t V X t dt
dt

  − + − + ≤  
  

  (D1)

By the Itô formula [57,66], we get: 

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

2

2
1

2

2
1 1

1

2

1
           

2

T
N

T
i i

i

T
N N

T T
i i i i

i i

V X V X
dV X dX t f X f X dt

X X

V X V X
f X f X dw t g X v t f X f X

X X

=

= =

∂ ∂ 
= + ∂ ∂ 

∂ ∂   = + + +   ∂ ∂  



 

 
(D2)

Substituting Equation (D2) into Equation (D1), by the fact V(X(0)) = 0, V(X(t)) ≥ 0
 
and Edwi(t) = 0, 

we get: 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )
0 2

2
1

0
1

                                        
2

T T

T T

T

N
T

i i
i

V X V X
h X h X rv t v t f X g X v t

X X
E dt

V X
f X f X

X=

   ∂ ∂      − + +     ∂ ∂      ≤  
  ∂

+  ∂  




 (D3)

i.e., if the HJI inequality in Equation (22) holds, then the randomness of nonlinear stochastic biological 

network Equations (20) or (21) has an upper bound r . 

Since the HJI in Equation (22) implies the inequality in Equation (D3) and then the inequality 

Equation (D1), it guarantees that the randomness of nonlinear stochastic biological network in  

Equations (20) or (21) has an upper bound r. □ 

Appendix E: Proof of Proposition 5 

In the Proposition 3 with Lyapunov function V(X) = XT(t)PX(t) and the approximation 

( ) ( )
1

( )
M

i ii
f X X A X tα

=
=  and ( )

1
( )

M

i ii
g X X Bα

=
=  by the global linearization in Equations (24) or (26), 

then the HJI in Equation (18) for the guarantee of the system randomness upper bound r  could be 

rewritten as follows: 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1

2 2 0
M

T T T T T
i i

i

X t PA X t X t C CX t X t PBv t rv t v t
=

 + + − ≤   (E1)

or:  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
1

                                                              0

M
T T T T T T

i i i
i

T T T
i

X t PA X t x t A Px t X t C CX t X t PB v t

X t B PX t rv t v t

=

 + + +

+ − ≤


 (E2)

or equivalently: 
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( ) ( ) ( )
( )1

0
T TM

T T i i i
T

i i

X tPA A P C C PB
X t v t

v tB P rI=

  + +
  ≤    −   

  (E3)

If the following LMIs hold: 

0,  for 1, ,
T T

i i i
T

i

PA A P C C PB
i M

B P rI

 + +
≤ = − 

  (E4)

then the inequality Equations (E3) and (E1) also hold and the system randomness of nonlinear stochastic 

network in Equations (17) or (26) has upper bound r . □ 

Appendix F: Proof of Proposition 6 

In the Proposition 4, with the Lyapunov function V(X) = XT(t)PX(t) and the global linearization 

( ) ( )
1

( )
M

i ii
f X X A X tα

=
=   and ( )

1
( )

M

i i ii
g X X Bα

=
=   in Equation (20), the HJI in Equation (22) can 

be rewritten as: 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1

2 2 0
M N

T T T T T T T
i i i i i ij ij

i j

X X t PA X t X t C C X t X t PBv t X t A PA X t sv t v tα
= =

 
+ + + − ≤ 

 
  (F1)

or: 

( ) ( ) ( ) ( )
( )1

1

0

N
T T TM

i i i i ij ij iT T
ji

i T
i

PA A P C C A PA PB X t
X X t v t

v t
B P rI

α =
=

 + + +     ≤       − 

  (F2)

If the LMIs in Equation (34) hold, then the inequality Equation (F2) holds and the HJI in Equation (22) 

also holds, i.e., the randomness of the nonlinear stochastic biological network in Equations (20) or (33) 

has an upper bound r . □ 

Appendix G: 
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0.0007 0.0035 15.5285 0.2369 2.9905 1.1333 0.200
A

− − −
−

− − − − −
= − − − −

− − − 7

0 0 0.0001 0.0008 0.0186 0.0043 0.5001

0 0 0.0001 0.0008 0.0186 0.0043 0.5001

 
 
 
 
 
 
 
 

− − 
 − − − 

 

4

0.4072 0.0044 15.5240 0.1484 0.0243 0.3655 0.3964

0.4 0.1 0 0 0 0 0

0.0072 0.1044 15.5240 0.1484 0.0243 0.3655 0.3964

0.009 0.0063 15.5195 0.3513 3.0151 1.2653 0.2891

0.009 0.0063 15.5195 0.3513 3.0151 1.2653 0.2891
A

− − − − −
−

− − −
= − −

− − − − −
0 0 0 0.0011 0.0185 0.0049 0.5011

0 0 0 0.0011 0.0185 0.0049 0.5011

 
 
 
 
 
 
 
 

− − 
 − − 

 

11

0.1 0.0001 0.0004 0.0010 0 0.0002 0.0003

0.0001 0.1996 0.0018 0.0081 0 0.0015 0.007

0.0006 0.0449 0.0010 0.0018 0 0.0004 0.0723

0.0003 0.0104 0.0001 0.0025 0.0008 0.0076 0.0249

0.0006 0.0209 0.0002 0.005 0.0015 0.0151 0.0
A

− −
−

− −
= − −

− − 499

0 0 0 0 0 0 0.1

0 0 0 0 0 0 0.1

 
 
 
 
 
 
 
 
 
  

 

12

0.1 0.0001 0.0005 0.0009 0 0.0004 0.0002

0 0.1996 0.0018 0.0077 0.0001 0.0024 0.0009

0.0001 0.0459 0.0011 0.0018 0 0.0005 0.0011

0 0.0107 0.0001 0.0009 0.0001 0.0024 0.003

0.0001 0.0213 0.0002 0.0018 0.0002 0.0048 0.0061

0 0 0

A

− −
−

−
= −

− −
0 0 0 0.1

0 0 0 0 0 0 0.1

 
 
 
 
 
 
 
 
 
  
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13

0.1 0 0 0.0009 0 0.0006 0.0001

0 0.2 0.0001 0.0075 0.0002 0.0052 0.0006

0.0003 0.0462 0.0009 0.0268 0.0042 0.1239 0.0126

0 0 0.0465 0.0004 0 0.0019 0.0002

0 0 0.0929 0.0008 0.0001 0.0039 0.0005

0 0 0 0 0 0 0.1

0 0 0 0 0 0 0.1

A


 −
 − − −
= − −
 − −















 

14

0.1 0 0 0.0008 0 0.0006 0

0 0.2 0.0003 0.0065 0.0001 0.0047 0

0.0014 0.0451 0.0135 0.0727 0.0047 0.253 0.0502

0 0 0.0466 0.0001 0 0.0003 0.0009

0 0 0.0933 0.0002 0 0.0006 0.0019

0 0 0 0 0 0 0.1

0 0 0 0 0 0 0.1

A

 
 
 
 − − − − −
 =  
 
 
 
  

 

21

0 0 0 0 0 0 0

0 0.1 0 0.0009 0.0017 0.0005 0.001

0 0 0 0 0 0 0

0 0 0 0.0035 0.0069 0.0023 0.0003

0 0 0 0.0069 0.0139 0.0046 0.0003

0 0 0 0.0035 0.0069 0.0023 0.0003

0 0 0 0.0035 0.0069 0.0023 0.0003

A

 
 
 
 
 =  
 
 
 
  

 

22

0 0 0 0 0 0 0

0 0.1 0 0.0007 0.0014 0.0021 0.0021

0 0 0 0 0 0 0

0 0 0 0.0035 0.007 0.0007 0.0004

0 0 0 0.007 0.014 0.0014 0.0007

0 0 0 0.0035 0.007 0.0007 0.0004

0 0 0 0.0035 0.007 0.0007 0.0004

A

 
 − 
 
 = − 
 −
 

− 
 − 

 

23

0 0 0 0 0 0 0

0 0.1 0 0.0037 0 0.0026 0.0011

0 0 0 0 0 0 0

0 0 0 0.0003 0.009 0.0016 0.0002

0 0 0 0.0005 0.0179 0.0031 0.0005

0 0 0 0.0003 0.009 0.0016 0.0002

0 0 0 0.0003 0.009 0.0016 0.0002

A

 
 
 
 
 = − 
 −
 

− 
 − 

 



Entropy 2015, 17 6829 
 

 

24

0 0 0 0 0 0 0

0 0.1 0 0.0006 0.0012 0.0024 0.0022

0 0 0 0 0 0 0

0 0 0 0.0036 0.0071 0.0008 0.0003

0 0 0 0.0071 0.0142 0.0017 0.0006

0 0 0 0.0036 0.0071 0.0008 0.0003

0 0 0 0.0036 0.0071 0.0008 0.0003

A

 
 − 
 
 =  
 
 
 
  

 

Appendix H: 

1

0.0766 0.0043

0.0319 0.0552A
− − 

=  
 

 
11

0.1247 0.0013

0 0A
− − 

=  
 

 
21

0 0

0.1064 0.0006A
 

=  − 
 

2

0.0244 0.0141

0.0308 0.0331A
− 

=  − 
 

12

0.0999 0.0572

0 0A
 

=  
 

 
22

0 0

0.0939 0.0546A
 

=  − − 
 

3

0.0087 0

0 0.0087A
 

=  
 

 
13

0.2022 0.0999

0 0A
 

=  
 

 
23

0 0

0.2028 0.0986A
 

=  − − 
 

4

0.0189 0

0 0.0189A
 

=  
 

 
14

0.2699 0.1414

0 0A
 

=  
 

 
24

0 0

0.2805 0.133A
 

=  − − 
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