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Abstract

:

Entropy measures have been extensively used to assess heart rate variability (HRV), a noninvasive marker of cardiovascular autonomic regulation. It is yet to be elucidated whether those entropy measures can sensitively respond to changes of autonomic balance and whether the responses, if there are any, are consistent across different entropy measures. Sixteen healthy subjects were enrolled in this study. Each subject undertook two 5-min ECG measurements, one in a resting seated position and another while walking on a treadmill at a regular speed of 5 km/h. For each subject, the two measurements were conducted in a randomized order and a 30-min rest was required between them. HRV time series were derived and were analyzed by eight entropy measures, i.e., approximate entropy (ApEn), corrected ApEn (cApEn), sample entropy (SampEn), fuzzy entropy without removing local trend (FuzzyEn-g), fuzzy entropy with local trend removal (FuzzyEn-l), permutation entropy (PermEn), conditional entropy (CE), and distribution entropy (DistEn). Compared to resting seated position, regular walking led to significantly reduced CE and DistEn (both p ≤ 0.006; Cohen’s d = 0.9 for CE, d = 1.7 for DistEn), and increased PermEn (p < 0.0001; d = 1.9), while all these changes disappeared after performing a linear detrend or a wavelet detrend (<~0.03 Hz) on HRV. In addition, cApEn, SampEn, FuzzyEn-g, and FuzzyEn-l showed significant decreases during regular walking after linear detrending (all p < 0.006; 0.8 < d < 1), while a significantly increased ApEn (p < 0.0001; d = 1.9) and a significantly reduced cApEn (p = 0.0006; d = 0.8) were observed after wavelet detrending. To conclude, multiple entropy analyses should be performed to assess HRV in order for objective results and caution should be paid when drawing conclusions based on observations from a single measure. Besides, results from different studies will not be comparable unless it is clearly stated whether data have been detrended and the methods used for detrending have been specified.
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1. Introduction


Reduced heart rate variability (HRV), a sign of impaired cardiovascular autonomic control [1], has been associated with elevated risk for cardiovascular disease in the general population [2,3,4], and increased mortality in patients with various circulatory system diseases [5,6,7,8]. HRV, by definition, indicates the tiny fluctuations of the time intervals between consecutive normal sinus heartbeats. It can easily be extracted from the electrocardiographic (ECG) recordings. Since the measurement is simple, non-invasive, and cost-efficient, HRV has emerged as a promising tool for assessing risk for cardiovascular diseases and monitoring disease progression.



In common clinical settings, HRV is usually measured under well-controlled conditions (e.g., resting supine or seated position) over a short period (e.g., 5–30 min). Ambulatory HRV monitoring, however, appears to attracted increasing attention nowadays [9]. The long-term ambulatory measurement facilitates the track of HRV changes with activities of free living (e.g., exercise) [10]. The exercise-evoked HRV changes could potentially provide disease-related information [11] but may easily be overlooked by single laboratory assessments that usually do not last long. A couple of previous studies have examined acute HRV changes induced by different activity patterns, e.g., intense exercise or low-intensity exercise, isometric or dynamic exercise [12,13,14,15,16,17,18,19,20,21].



Regulated by a feed-back control network that involves balanced spontaneity (as a result of the spontaneous depolarization and repolarization of the sinoatrial node) and adaptability (as a consequence of the regulation of the autonomic nervous system [ANS]), HRV is accepted to be nonlinear in nature [22]. Nonlinear methods can potentially better capture the tiny but physiologically important changes in HRV which, on the contrary, cannot be caught by traditional linear methods. Amongst a vast number of nonlinear approaches, several entropy measures derived from the theory of chaos have witnessed their broad suitability in especially short-term HRV analysis. Those established entropy measures include approximate entropy (ApEn) [23], sample entropy (SampEn) [24], fuzzy entropy (FuzzyEn) [25], permutation entropy (PermEn) [26], conditional entropy (CE) [27], and distribution entropy (DistEn) [28], etc. Different entropy measures likely capture different dynamical properties [29]. However, to our knowledge, there are no published studies that have examined whether those entropy measures respond to exercise in the same way and which entropy measure responds to the stimuli more sensitively.



Therefore, in this study we aimed to test how different entropies of HRV change during exercise. In particular, we focused on the effect of common daily exercise. To imitate daily exercise in the laboratory, walking at a regular speed of 5 km/h on a treadmill was used as a proxy. To examine the within-subject changes, each participant undertook a walking protocol and a rest protocol. The next section explains in detail the subjects, experimental protocols, and analysis methods. Experimental results are summarized in the Results section, followed by discussions in the Discussion section.




2. Materials and Methods


2.1. Subjects


Sixteen healthy college students (four females/12 males; age: 20.1 ± 0.6 years old (mean ± standard deviation unless otherwise indicated)) were enrolled in this study. Health status was confirmed by questionnaires on the subjects’ cardiovascular disease history, neurological disorders, and diabetes. Subjects should not be taking medications with known effects on the ANS within two weeks before participation. Subjects were asked to have adequate sleep during the night before coming to the laboratory, and not to have performed vigorous exercise during the test day and the day before.




2.2. Protocols


All tests were performed in a quiet, temperature-controlled (23 ± 1 °C) measurement room. After a 30-min rest to stabilize the cardiovascular system, each participant underwent two 5-min ECG measurement protocols: (i) a “Rest” protocol during which the participant was in a resting seated position; and (ii) a “Walk” protocol during which the participant kept walking at a speed of 5 km/h on a treadmill (ZR11, Reebok, Canton, MA, USA). A 30-min rest was scheduled between the two tests. To minimize possible training effect, eight randomly selected participants (two females) undertook the Rest protocol first and the remaining eight participants undertook the Walk protocol first. ECG was recorded using a Holter (DiCare-mlCP, Dimetek Digital Medical Tech., Ltd., Shenzhen, China) with a sampling frequency of 200 Hz. Standard unipolar chest lead V5 was applied.




2.3. Extraction of HRV Time-Series


After data collection, ECGs were imported into a self-designed MATLAB program for all subsequent analyses. First, all data recordings were visually inspected for quality issues. After a thorough visual check, we confirmed that all the recordings were with high signal quality. Then, R peaks were detected based on a template-matching procedure [30] followed by a second-round visual inspection to remove incorrectly identified peaks (either false positive or false negative) and ectopic beats. We confirmed that no ectopic beats occurred in those subjects. HRV time-series were finally constructed by the consecutive R-R intervals.




2.4. Entropy Measures


2.4.1. Algorithm of ApEn


ApEn evaluates the irregularity of time-series by measuring the unpredictability of fluctuation patterns, i.e., the more repetitive patterns the more predictable (less irregular) the time-series. For a time-series of   N   points     {  u  ( i )  ,   1 ≤ i ≤ N  }    , ApEn can be calculated using following steps [23]:



1. State space reconstruction



Form     (  N − m τ  )     vectors      X  m   ( i )     by      X  m   ( i )  =  {  u  ( i )  ,   u  (  i + τ  )  ,   ⋯ ,   u  (  i +  (  m − 1  )  τ  )   }    ,    1 ≤ i ≤ N − m τ   . Here   m   indicates the embedding dimension and   τ   the time delay.



2. Ranking similar vectors



Define the distance between      X  m   ( i )     and      X  m   ( j )     (   1 ≤ i ,   j ≤ N − m τ   ) by     d  i , j   = max  (   |  u  (  i + k  )  − u  (  j + k  )   |  ,   0 ≤ k ≤ m − 1  )    . For a given   i  , calculate the percentage of the vectors      X  m   ( j )     that are within   r   of      X  m   ( i )     (i.e.,     d  i , j   ≤ r   ):


    C i m   ( r )  =    N i m   ( r )    N − m τ   .   



(1)




where     N i m   ( r )     indicating the number of vectors        X  m   ( j )     that are within   r   of      X  m   ( i )    .



Define     Φ   ( m )     ( r )     the average of the percentages over    1 ≤ i ≤ N − m τ    after logarithmic transform, i.e.,     Φ   ( m )     ( r )  =  ∑  i = 1   N − m τ   ln  [   C i m   ( r )   ]  /  (  N − m τ  )    . Repeat steps (1) and (2) to calculate     Φ   (  m + 1  )     ( r )     for dimension     (  m + 1  )    . Here,   r   indicates the threshold parameter.



3. Calculation



The ApEn value of the time-series     {  u  ( i )   }     can be calculated by:


   ApEn  (  m , τ , r  )  =  Φ   ( m )     ( r )  −  Φ   (  m + 1  )     ( r )  .   



(2)







ApEn is accepted to be a biased estimator since it allows self-matches (i.e., the distance between      X  m   ( i )     and itself) [24]. In order to reduce the bias, a corrected ApEn (cApEn) algorithm has been proposed [31]. Briefly, if limiting the number of vectors to    N −  (  m + 1  )  τ    for dimension   m  , Equation (2) can be rewritten as    −  1  N −  (  m + 1  )  τ    ∑  i = 1   N −  (  m + 1  )  τ   ln    N i  m + 1    ( r )     N i m   ( r )      , which is exactly the formula for cApEn. In addition, when     N i  m + 1    ( r )  = 1    or     N i m   ( r )  = 1    that implies the occurrence of self-match, the ratio       N i  m + 1    ( r )     N i m   ( r )       in cApEn formula should be substituted with     1  N −  (  m + 1  )  τ     .




2.4.2. Algorithm of SampEn


SampEn is mathematically the negative natural logarithm of the conditional probability that two vectors (in the state space representation) that are similar for   m   points (i.e., the distance between them is within   r  ) remain similar at the next point [24]. The following algorithm can be used to determine the SampEn value of a time-series of   N   points     {  u  ( i )  ,   1 ≤ i ≤ N  }    :



1. State space reconstruction



Form     (  N − m τ  )     vectors      X  m   ( i )     by      X  m   ( i )  =  {  u  ( i )  ,   u  (  i + τ  )  ,   ⋯ ,   u  (  i +  (  m − 1  )  τ  )   }    ,    1 ≤ i ≤ N − m τ   . Here   m   indicates the embedding dimension and   τ   the time delay.



2. Ranking similar vectors



Define the distance between      X  m   ( i )     and      X  m   ( j )     (   1 ≤ i ,   j ≤ N − m τ ,   i ≠ j   ) by     d  i , j   = max  (   |  u  (  i + k  )  − u  (  j + k  )   |  ,   0 ≤ k ≤ m − 1  )    . Denote     A i   ( m )     (  d , r  )     the average number of vectors      X  m   ( j )     within   r   of      X  m   ( i )     (i.e.,     d  i , j   ≤ r   ) for all    j = 1 ,   2 ,   ⋯ ,   N − m τ    and      j ≠ i    to exclude self-matches. Similarly, we define     A i   (  m + 1  )     (  d , r  )     to rank the similarity between vectors with the next point added in the comparison. Here,   r   indicates the threshold parameter.



3. Calculation



The SampEn value of the time-series     {  u  ( i )   }     can be calculated by:


   SampEn  (  m , τ , r  )  = − ln    ∑  i = 1   N − m τ    A i   (  m + 1  )     (  d , r  )     ∑  i = 1   N − m τ    A i   ( m )     (  d , r  )    .   



(3)








2.4.3. Algorithm of FuzzyEn


FuzzyEn is methodologically the same to SampEn except that the average number of vectors      X  m   ( j )     that are within   r   of      X  m   ( i )     (in step 2 of the algorithm of SampEn) is replaced with the average degree of membership. Specifically, for a given fuzzy membership function     e  − ln  ( 2 )     (  x / r  )   2      ,     A i   ( m )     (  d , r  )  =  ∑  j = 1 , j ≠ i   N − m τ    e  − ln  ( 2 )     (   d  i , j   / r  )   2       is applied in FuzzyEn [25]. In addition, in the original FuzzyEn algorithm [25], the local mean of the corresponding vector is removed before calculating the distance, i.e.,     d  i , j   = max  (   |   [  u  (  i + k  )  −    u i   ¯   ]  −  [  u  (  j + k  )  −    u j   ¯   ]   |  ,   0 ≤ k ≤ m − 1  )    , wherein       u i   ¯     and       u j   ¯     are the local means for vectors      X  m   ( i )     and      X  m   ( j )    , respectively (i.e.,       u i   ¯  =  m  − 1    ∑  k = 0   m − 1   u  (  i + k  )     and       u j   ¯  =  m  − 1    ∑  k = 0   m − 1   u  (  j + k  )    ). In this way, FuzzyEn evaluates the similarity between vectors based on mainly their shape. However, the memory effect of the autonomic regulation may be manifested in the low frequency component which cannot be captured after removing the local trend. Thus, here we calculated two FuzzyEn values that are with and without local trend removal, respectively, and denoted these two versions by FuzzyEn-l and FuzzyEn-g. In a previous study, a fuzzy measure entropy was developed by combining (i.e., linearly adding them up) those two versions [32]. Since the underlying meanings of the two different approaches could clearly be uncovered by each individual version, here we did not apply this combined measure.




2.4.4. Algorithm of PermEn


PermEn evaluates the diversity of ordinal patterns within a time-series [26]. First, a permutation vector    π    can be obtained by resorting the state-space vectors      X  m   ( i )  =  {  u  ( i )  ,   u  (  i + τ  )  ,   ⋯ ,   u  (  i +  (  m − 1  )  τ  )   }    ,    1 ≤ i ≤ N − m τ   , in an increasing order (   π    is defined by the index of elements in      X  m   ( i )     when resorting it). Note that the orders of two equal values are defined according to the orders of appearance. Here, we denote the frequency of each      π  j  ,   1 ≤ j ≤ m !    as     p j   (  m , τ  )    . Then, the PermEn of the time-series     {  u  ( i )  ,   1 ≤ i ≤ N  }     can be calculated by:


   PermEn  (  m , τ  )  = −  1    log  2  m !    ∑  j = 1   m !    p j   (  m , τ  )    log  2   [   p j   (  m , τ  )   ]  .   



(4)








2.4.5. Algorithm of CE


CE evaluates the information carried by a new sampling point given the previous samples by estimating the Shannon entropy of the vectors with length   m   and vectors with the new sampling point added (i.e., with length    m + 1   ) [27,33]. Specifically, for a time-series of   N   points     {  u  ( i )  ,   1 ≤ i ≤ N  }    , CE can be calculated by the following steps:



1. Coarse-graining



The full range of dynamics is divided into a fixed number of   ξ   values labelled from zero to    ξ − 1   . The coarse-graining resolution thus equals     [  max  ( u )  − min  ( u )   ]  / ξ   . It renders    u  ( i )     sequences of symbols     u ^   ( i )  , i = 1 , 2 , … , N   . Here   ξ   indicates the quantization level.



2. State space reconstruction



Form      X  m   ( i )     and      X   m + 1    ( j )     by:


     X  m   ( i )  =  [   u ^   ( i )  ,  u ^   (  i − τ  )  , … ,  u ^   (  i −  (  m − 1  )  τ  )   ]  ,   



(5)






     X   m + 1    ( j )  =  [   u ^   ( j )  ,  X m   (  j − τ  )   ]  ,   



(6)




respectively, where     (  m − 1  )  τ + 1 ≤ i , j ≤ N   .



3. Encoding



The vectors      X  m   ( i )     and      X   m + 1    ( j )     can be codified in decimal format as:


      {    X  m   ( i )   }    10   =  u ^   ( i )   ξ  m − 1   +  u ^   (  i − τ  )   ξ  m − 2   + ⋯ +  u ^   (  i −  (  m − 1  )  τ  )   ξ 0  =  w i  ,   



(7)






      {    X   m + 1    ( j )   }    10   =  u ^   ( j )   ξ m  +    {    X  m   (  j − τ  )   }    10   =  z j  ,   



(8)




thus rendering each sequence of vectors      X  m   ( i )     and      X   m + 1    ( j )     series of integer numbers     w i     and     z j     with     w i     ranging from zero to     (  ξ − 1  )   ∑  i = 1   m − 1    ξ i    , and     z j     ranging from zero to     (  ξ − 1  )   ∑  j = 1  m   ξ j    .



4. Probability estimation



Estimate the probability of each possible value for     w i     and     z j     by the corresponding frequency.



5. Calculation



Define CE by:


   CE  (  m , τ  )  = SE  (   z j   )  − SE  (   w i   )  + perc  ( m )  SE  ( 1 )  ,   



(9)




where    SE  ( ⋅ )     calculates the Shannon entropy of a specific distribution,    perc  ( m )     is the percentage of patterns     w i     found only once in the data set,    SE  ( 1 )     the Shannon entropy of the quantized series     u ^   ( i )    .




2.4.6. Algorithm of DistEn


Instead of quantifying only the probability of “similar vectors” in the state-space that has been applied in SampEn, DistEn takes full advantage of the state-space representation of the time-series by quantifying the distribution characteristics of the inter-vector distances. For the time-series     {  u  ( i )  ,   1 ≤ i ≤ N  }    , DistEn can be estimated as follows [28]:



1. State space reconstruction



Form     (  N −  (  m − 1  )  τ  )     vectors     X   ( i )     by     X   ( i )  =  {  u  ( i )  ,   u  (  i + τ  )  ,   ⋯ ,   u  (  i +  (  m − 1  )  τ  )   }    ,    1 ≤ i ≤ N −  (  m − 1  )  τ   . Here,   m   indicates the embedding dimension and   τ   the time delay.



2. Distance matrix construction



Calculate the inter-vector distances (distances between all possible combinations of     X   ( i )     and     X   ( j )    ) by     d  i , j   = max  (   |  u  (  i + k  )  − u  (  j + k  )   |  ,   0 ≤ k ≤ m − 1  )     for all    1 ≤ i ,   j ≤ N − m   . The distance matrix is denoted as     D  =  {   d  i , j    }    .



3. Probability density estimation



Estimate the empirical probability density function of the distance matrix    D    by the histogram approach with a fixed bin number of   B  . The probability of each bin can be denoted as     {   p t  ,   t = 1 ,   2 ,   ⋯ ,   B  }    . Note here elements with    i = j    in    D    are excluded in the estimation. Besides, since    D    is always symmetric about the main diagonal, the estimation can be performed on only the diagonal matrix (with the main diagonal excluded).



4. Calculation



The DistEn value of the time-series     {  u  ( i )   }     can be calculated by:


   DistEn  (  m ,   τ ,   B  )  = −  1    log  2   ( B )     ∑  t = 1  B   p t    log  2   (   p t   )  .   



(10)









2.5. Entropy Analysis of HRV Time-Series


Before all calculations, the HRV time-series were first normalized by subtracting the corresponding mean and then dividing the results by the corresponding standard deviation (SD), i.e., z-scored. Table 1 summarizes the assignments of input parameters for different entropies.



To explore the possible influence of nonstationary trend, we performed a linear detrending [31] and a wavelet detrending, separately, on the HRV time-series and repeated all those calculations. To perform the wavelet detrending, HRV were first evenly resampled to 4 Hz by spline interpolation. A 6-level wavelet decomposition using the coif5 wavelet was then conducted. The approximation coefficients on the 6th level were reconstructed to the original scale and were non-evenly “recovered” by spline interpolation which resulted in the final trend that would be subtracted. The 6-level decomposition was used so that the frequency band of the trend would be less than ~0.03 Hz.




2.6. Statistical Analysis


All results were first subjected to the Shapiro-Wilk   W   test to examine the normality. The null hypothesis of this test is that the data under examined follow a normal distribution. A   p   value of less than 0.05 rejects the null hypothesis and thus indicates a non-normal distribution. For a specific entropy measure, paired   t  -test would be used to examine the difference between Rest and Walk protocols, if the Shapiro-Wilk   W   test suggested a normal distribution for that measure; Wilcoxon signed-rank test of each pair would be applied if otherwise. In addition, Cohen’s   d   static was calculated for statistically significant observations to examine the effect size of the corresponding measure responding to the stimuli of regular walking, no matter the measure was normally distributed or not. An effect size    d > 0.8    was considered large and was considered very large if    d > 1.2    [36]. To further check the performance of those entropy measures, bivariate Pearson correlation analyses between each two entropy measures were explored under Rest and Walk conditions, separately. Bonferroni criterion was used to correct for multiple comparisons. Bonferroni corrected    p < 0.05    was considered statistically significant. All the statistical analyses were performed using the JMP software (Pro 13, SAS Institute, Cary, NC, USA).





3. Results


An average of 375 (SD: 46; min: 307; max: 485) RR intervals were obtained from the 16 participants during the Rest protocol. During the Walk protocol, the average length of HRV was 576 (SD: 49; min: 500; max: 699; p < 0.0001 vs. Rest). The Shapiro-Wilk   W   tests suggested normality for ApEn, cApEn, and SampEn (all    p > 0.2   ) while it refuted the normal distribution hypothesis for the rest measures (all    p < 0.05   ) except DistEn, for which    p = 0.07   . We here still considered DistEn non-normally distributed partly because the distribution, as visually checked, was less likely to follow a normal distribution and partly because of the relatively small sample size. Therefore, paired   t  -test was applied to examine the differences in ApEn, cApEn, and SampEn between Rest and Walk protocols, whereas for the rest five measures, Wilcoxon signed-rank test of each pair was applied.



Figure 1 shows the pair-wise changes of the eight entropy measures of HRV time-series before detrending between Rest and Walk conditions, with the corresponding mean (or median if non-normally distributed) and SD (or the 1st and 3rd quartiles) specified by short bars. Since eight tests were performed, here a   p   value of    ≤ 0.006    (   0.05 / 8 ≈ 0.006   ) was considered statistically significant using the Bonferroni criterion. The results show no significant changes between the Walk and Rest conditions in ApEn (   p = 0.1   ), cApEn (   p > 0.1   ), and SampEn (   p > 0.1   ) as suggested by the paired   t  -test, and no significant changes in FuzzyEn-g and FuzzyEn-l (both    p = 0.008   ), either, as indicated by the Wilcoxon signed-rank test. By contrast, CE and DistEn reduce significantly under Walk condition as indicated by the Wilcoxon signed-rank test (all    p ≤ 0.006   ). Large or even very large effect sizes are observed (i.e.,    d = 0.90    for CE;    d = 1.7    for DistEn). PermEn however increases significantly under Walk condition (   p < 0.0001   ) with very large effect size (   d = 1.9   ).



The results after linear detrending are shown in Figure 2. There is still no significant change in ApEn (   p > 0.1   ). Moreover, the observed changes in PermEn, CE, and DistEn become not significant (all    p > 0.05   ). However, the results show significantly reduced cApEn, SampEn, FuzzyEn-g, and FuzzyEn-l during Walk condition (all    p < 0.006   ) with large effect sizes (all    0.8 < d < 1   ). Figure 3 shows the results after wavelet detrending. Surprisingly, ApEn shows a significant increase during Walk condition (   p < 0.0001   ;    d = 1.9   ). Similar to the result after linear detrending, cApEn decreases significantly (   p = 0.006   ;    d = 0.8   ). However, all the rest entropy measures do not indicate significant changes (all    p ≥ 0.02   ).



The bivariate Pearson correlation analysis results are showed in Figure 4 (which shows the test significance   p  ) and Figure 5 (which shows the Pearson   r  ). Results are summarized below.



1. For raw HRV time-series without detrending (upper panels in Figure 4 and Figure 5)



Under Rest condition, cApEn is positively correlated with SampEn, FuzzyEn-g, and FuzzyEn-l; SampEn is positively correlated with FuzzyEn-g and FuzzyEn-l; FuzzyEn-g is positively correlated with FuzzyEn-l; PermEn is negatively correlated with DistEn; no significant correlations are observed between all other pairs.



Under Walk condition, ApEn is positively correlated with FuzzyEn-g and FuzzyEn-l; c-ApEn is positively correlated with SampEn; FuzzyEn-g is positively correlated with FuzzyEn-l; no significant correlations are observed between the rest pairs.



Since many correlation results change during walking, those entropy measures are less likely to reproduce each other. Their responses to change of conditions may also be different. In order to illustrate this assumption, the bivariate correlation analysis between the pair-wise changes of entropy measures from Rest to Walk was also performed and the results are superimposed on those for Rest and Walk conditions in Figure 4 and Figure 5. The results are similar to those under Walk condition, except that the difference of PermEn is negatively correlated with the difference of DistEn, which is the same to that under Rest condition.



2. For HRV time-series after linear detrending (middle panels in Figure 4 and Figure 5)



The results are similar to those for raw HRV data, except that the negative correlation between PermEn and DistEn disappears. The results for Rest-Walk differences are the same to those for Rest condition. However, under Walk condition, in addition to those significant pairs for Rest condition, ApEn also shows positive correlations with cApEn, SampEn, FuzzyEn-g, and FuzzyEn-l.



3. For HRV time-series after wavelet detrending (lower panels in Figure 4 and Figure 5)



The results are exactly the same to those for HRV data after linear detrending except some changes in   p   and   r   values.




4. Discussion


Based on eight well-established entropy measures, we studied the within-subject changes of HRV during walking with a regular speed of 5 km/h on a treadmill (the Walk protocol) compared to those in a resting seated position (the Rest protocol). We also explored the potential effects of nonstationary linear, or very low-frequency trend. Our main findings are summarized in Table 2.



Even though the significant observations in PermEn, CE, and DistEn disappeared after linear or wavelet detrending, the changing directions were unchanged (i.e., walking leads to increased PermEn while decreased CE and DistEn, see Figure 1, Figure 2 and Figure 3). The insignificant results might be due to lack of power because only 16 subjects were enrolled. This is one of our study limitations. However, the within-subject design we applied may help improve the power. We are planning to enroll more participants and use a field protocol to further investigate the effects of daily activity.



Those findings suggest that the information that PermEn, CE, and DistEn capture may easily be “masked” by nonstationary trend which makes them less able to probe the changes in dynamics that are beyond the trend. Besides, PermEn is considered to be highly sensitive to noise [37] while few knowledge is known regarding the robustness of CE and DistEn against noise. The relative contribution of noise is supposed to be augmented after trend removal (which reduces signal power and thus reduces the signal-to-noise ratio). Noise in RR intervals may come from the tiny deviations between the detected and real R peaks (random noise) because of fixed rate sampling or spikes because of false positive or false negative detection, or ectopic beats. As we have mentioned in Method section, we conducted a thorough visual inspection regarding detection error and confirmed that no ectopic beats occurred. So only random noise may be considered as one of the factors that may affect our results. Besides, we note that the sampling frequency of the device we used is relatively low (200 Hz) which is considered to be another study limitation. The low sampling rate may lead to increased noise power that exacerbates the adverse effects on entropy measures.



SampEn, FuzzyEn-g, and FuzzyEn-l showed significant decrease during walking after linear detrending while the results became not significant again after wavelet detrending. Though seemingly erratic, the results are actually consistent to some extent as all the changing directions remain the same (Figure 1, Figure 2 and Figure 3). These findings imply that a linear detrend may be considered prior to performing the SampEn, FuzzyEn-g, and FuzzyEn-l analyses. The cApEn decreased significantly during walking after both linear and wavelet detrending (Figure 2 and Figure 3), which also suggests performing a detrend before using this method, irrelative to detrend methods. The ApEn only showed a significant difference between resting and walking conditions after wavelet detrending, suggesting ApEn highly sensitive to nonstationary trend. As a result, removal of nonstationary, very low-frequency trend should be performed before ApEn analysis.



However, there is little knowledge on whether or not the very low frequency trend contains useful physiological information. Those suggestions, as described above, are thus purely observation-based. Comprehensive studies on how nonstationary trend affects entropy analysis and further physiological investigations on the meaning of HRV trend are warranted. Anyway, the interpretation does differ from each other if different strategies are applied. For example, the insignificant ApEn observation on raw HRV and HRV after linear detrending might be due to the biasness of the ApEn algorithm as it includes self-matches [24], but ApEn became capable after wavelet detrending which seems to refute the possibility of biasness. However, considering the methodology, the number of similar vectors indeed increases after removing the trend component which thus reduces the weight of self-matches.



One interesting finding is that the changing direction of ApEn was opposite of cApEn and the other SampEn-based measures (i.e., SampEn, FuzzyEn-g, and FuzzyEn-l). Methodologically, both ApEn and SampEn assess the creation of information, or the unpredictability, in a time series [24]. The cApEn is basically a modified version of ApEn such that it is supposed to capture similar properties [31]. So does FuzzyEn which is actually a modified version of SampEn based on fuzzy logic [25,32]. However, the results come out to be that cApEn performs more similarly as SampEn does, instead of ApEn itself. This is also supported by the correlation analysis which showed that cApEn was always highly correlated to SampEn (i.e.,   r   value is very close to 1). The correction algorithm in cApEn may actually be equivalent to what SampEn applies. ApEn thus captures certain property hidden in the fluctuations that is different from SampEn-based measures.



The other interesting finding is that PermEn also shows different changing direction as compared to SampEn-based measures, CE, and DistEn. PermEn estimates the diversity of fluctuation patterns which may reflect the randomness [26]. CE functions like SampEn except that it estimates the average amount of information based on encoded time-series [27]. DistEn assesses actually the diversity of vectors in the state-space representation of a time-series [28]. Based on these methodological differences, the properties captured by different entropy measures may actually be intrinsically different or be different aspects of the complexity of HRV.



Overall, several other reasons may also contribute to the observed discrepancies across these entropy measures:




	
All calculations were based on fixed input parameters which may not work well all the time. In other words, some results might not be completely true because improper parameters were applied. In the current study, we did not repeat our analyses using different combinations of parameters partly because that it would make things rather cumbersome for real application. Furthermore, there is no solid way to find out a proper choice for each individual case even though different combinations are able to be traversed. Previous studies have explored how to define parameters but the proposed approaches are mostly achieved retrospectively by maximizing the pre-hypothesized group differences [38,39,40]. However, it is not necessarily be always true that those hypothesized group differences exist.



	
From the perspective of the underlying physiological mechanisms, it is still yet to be determined which branch in the ANS (i.e., sympathetic or vagal nerves) actually becomes dominant during walking at such a relatively lower but regular (for typical populations) speed. Some studies indicated that vagal withdrawal is the dominant mechanisms during lower intensity, dynamic exercise while others also points to a sympathetic HR modulation even at the onset of exercise [13,15]. Studies also suggested that the relative role of the two drives may depend on the exercise intensity [41]. It has been hypothesized that the withdrawal of parasympathetic (vagal) modulation might already be obvious during low intensity exercise, whereas the sympathetic increase may present at higher intensity exercises [17]. In addition, it is also controversial whether sympathetic drive to the heart or vagal withdrawal is the main contributor of HR complexity [21,31,42,43], let alone each specific complexity measure.








In term of sensitivity to the stimuli of regular walking, different measures actually indicate different sensitivity regarding different strategies applied for detrending. When raw HRV without detrending is used, PermEn and DistEn suggest the best sensitivity. The cApEn, SampEn, FuzzyEn-g, and FuzzyEn-l show comparable sensitivity for HRV after linear detrending. When wavelet detrending is applied, ApEn, however, suggests the best performance.



CE was not correlated with any other entropies under both Rest and Walk conditions, suggesting that it may capture a unique HRV nonlinear property. However, as shown in Figure 1G, CE under Rest condition distributed more dispersedly even though an overall significant reduction was displayed. Besides, many CE results actually researched the theoretical lower limit and this floor effect might introduce some bias in the estimation of effect size. This lack of robustness may thus deserve further elucidations. By contrast, DistEn showed correlation with SampEn and PermEn under Rest condition while under Walk condition no significant correlations were shown. Besides, no significant correlations between DistEn and others were observed for HRV after linear or wavelet detrending during both conditions. These results also render DistEn a unique role in analyzing HRV.



As a brief conclusion, when applying entropy analyses to short-term HRV data, we suggest: (1) using PermEn or DistEn on raw short-term HRV data; (2) performing linear detrend before applying SampEn-based measures; and (3) removing the very-low frequency trend before ApEn analysis. In order to make results comparable and to help better interpret different observations, whether or not detrend is performed as well as what detrending method is applied should be clearly specified.



With the rapid advances of technology and reduced cost, the use of wearable devices that are able to monitor heart rate continuously will likely become rather commonplace. Our current study shows that regular walking may acutely affect the commonly applied HRV entropies. The effect of daily activities should therefore be taken into consideration when interpreting results from long-time ambulatory recordings. Device developers may consider including event reporters in those devices for users to track their activities throughout the day, which can be a useful reference for data analyses. In our future studies, field protocols will be designed to examine the effects of real daily activities.
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Figure 1. The entropies of raw short-term heartbeat interval series. In order to show the changes, results from the same participants were connected by lines. (A) ApEn; (B) cApEn; (C) SampEn; (D) FuzzyEn-g; (E) FuzzyEn-l; (F) PermEn; (G) CE; (H) DistEn. 
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Figure 2. The entropies of short-term heartbeat interval series after linear detrending. In order to show the changes, results from the same participants were connected by lines. (A) ApEn; (B) cApEn; (C) SampEn; (D) FuzzyEn-g; (E) FuzzyEn-l; (F) PermEn; (G) CE; (H) DistEn. 
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Figure 3. The entropies of short-term heartbeat interval series after wavelet detrending. In order to show the changes, results from the same participants were connected by lines. (A) ApEn; (B) cApEn; (C) SampEn; (D) FuzzyEn-g; (E) FuzzyEn-l; (F) PermEn; (G) CE; (H) DistEn. 
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Figure 4. Bivariate correlation analysis results. The abscissa shows between which two entropy measures the correlation analysis was performed. The codes A to H mean ApEn, cApEn, SampEn, FuzzyEn-g, FuzzyEn-l, PermEn, CE, and DistEn, respectively. The label ‘A-B’ thus indicates the correlation between ApEn and cApEn, and so do the rest labels. The   p   values are shown in logarithmic scale in the ordinate, such that a significant test result is obtained if the corresponding   p   value is less than the significant level, which is    log  (  0.05 /  C 8 2   )     after Bonferroni correction. 
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Figure 5. Bivariate correlation analysis results. Results are shown in the same way as has applied in Figure 4, except that the ordinate is showing the Pearson   r  . 
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Table 1. Assignments of input parameters.
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Interpretation

	
   m   

	
   τ   

	
   r    1    

	
   B   

	
   ξ   

	
References




	
Embedding Dimension

	
Time Delay

	
Threshold Value

	
Bin Number

	
Quantization Level






	
ApEn

	
2

	
1

	
0.2 × SD

	
-

	
-

	
[24]




	
cApEn

	
2

	
1

	
0.2 × SD

	
-

	
-

	
[31]




	
SampEn

	
2

	
1

	
0.2 × SD

	
-

	
-

	
[24]




	
FuzzyEn-g

	
2

	
1

	
0.2 × SD

	
-

	
-

	
[25,32]




	
FuzzyEn-l

	
2

	
1

	
0.2 × SD

	
-

	
-

	
[25]




	
PermEn

	
3

	
1

	
-

	
-

	
-

	
[34]




	
CE

	
2

	
1

	
-

	
-

	
6

	
[27,33]




	
DistEn

	
2

	
1

	
-

	
512

	
-

	
[28,35]








1 SD = 1 after normalizing the signals.
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Table 2. Summary of findings.
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	HRV vs. Measures 1
	A
	B
	C
	D
	E
	F
	G
	H





	Raw
	- 2
	-
	-
	-
	-
	   ↑    3    
	   ↓    4    
	  ↓  



	After linear detrending
	-
	  ↓  
	  ↓  
	  ↓  
	  ↓  
	-
	-
	-



	After wavelet detrending
	  ↑  
	  ↓  
	-
	-
	-
	-
	-
	-







1 A: ApEn; B: cApEn; C: SampEn; D: FuzzyEn-g; E: FuzzyEn-l; F: PermEn; G: CE; H: DistEn; 2 No statistical significance; 3 Statistically significant increase; 4 Statistically significant decrease.
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