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Abstract:



Starting with a new formulation for the mutual information (MI) between a pair of events, this paper derives alternative upper bounds and extends those to the case of two discrete random variables. Normalized mutual information (NMI) measures are then obtained from those bounds, emphasizing the use of least upper bounds. Conditional NMI measures are also derived for three different events and three different random variables. Since the MI formulation for a pair of events is always nonnegative, it can properly be extended to include weighted MI and NMI measures for pairs of events or for random variables that are analogous to the well-known weighted entropy. This weighted MI is generalized to the case of continuous random variables. Such weighted measures have the advantage over previously proposed measures of always being nonnegative. A simple transformation is derived for the NMI, such that the transformed measures have the value-validity property necessary for making various appropriate comparisons between values of those measures. A numerical example is provided.
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1. Introduction


Originating with the classic and profoundly influential work by Shannon [1], the mutual information between discrete random variables X and Y, also referred to as transinformation (e.g., Reza [2]), is defined as


[image: ]



(1)




where [image: ], [image: ], and [image: ] denote the joint and marginal probabilities and where the natural (base-e) logarithm will be used throughout this paper, although the base-2 logarithm is often used in information theory (with [image: ]). Similarly, the conditional mutual information between X and Y given another random variable Z is defined as


[image: ]



(2)




(e.g., [3] (p. 153); [4] (pp. 34–35); [5] (p. 23)).



The [image: ] in (1) also follows from the Kullback-Leibler divergence or “statistical distance” of the probability distribution [image: ] from the corresponding independence distribution [image: ] [6], but this does not apply to (2). The fundamental measures in (1) and (2) also lead to various entropies and inequalities. For example, it follows from (1) that


[image: ]



(3)




where H(X) is the entropy of X and [image: ] is called the conditional entropy of X given Y. An inequality such as [image: ] follows from (3) and the fact that [image: ]. The [image: ] and [image: ] are often defined via entropies as in (3) rather than directly as in (1) and (2) (e.g., [7] (p. 139); [4] (p. 31)).



Since [image: ] and [image: ] do not generally have fixed upper bounds, it is sometimes preferable to normalize those measures such that [image: ] and [image: ]. Those normalized variants, especially [image: ], have been used for various purposes in a wide variety of situations such as measuring association (correlation) between X and Y (e.g., [8,9]; [10] (pp. 230–238); [11] (pp. 83–85)), similarity or performance in cluster analysis used in pattern recognition and data mining (e.g., [12,13]), non-linear dependence between X and Y using histogram-based estimation (e.g., [14,15]), and measuring performance for classifier evaluation (e.g., [16]) and of image fusion (e.g., [17]).



As a clarification of the notation used throughout this paper, [image: ] and related symbols are used so as to be consistent with the standard notation used in information theory. Of course, neither I nor I* are strictly functions of X or Y, but of the probability distribution [image: ] (and [image: ] and [image: ]). Similarly, p is used for both the joint probability and the marginal probabilities instead of [image: ], [image: ], and [image: ]. When necessary for the sake of clarity, [image: ] and [image: ] are sometimes used.



As discussed in this paper, there are any number of ways of normalizing I(X;Y) and [image: ], some of which result in important and unique properties. The analysis presented here is based on an alternative formulation of the mutual information between individual events [image: ] and [image: ]. This fundamental formulation also provides a convenient basis for introducing appropriate weighted variants of the normalized mutual information measures that, besides the probabilities, incorporate certain weights that are associated with the random variables. Furthermore, this paper discusses the important requirement that such measures need to take on numerical values that are indeed reasonable throughout the [image: ]-interval. A simple transformation is derived to meet this requirement.




2. Mutual Information and Upper Bounds


2.1. Pairwise Measure


The [image: ] in (1) is a weighted mean of [image: ], which is considered to be a measure of the mutual information between the two events [image: ] and [image: ] or the information conveyed by [image: ] about [image: ] (e.g., [2] (pp. 104–105); [3] (pp. 138–140)). This [image: ] has also been referred to as the self-mutual information for the event pair [image: ] ([4] (p. 33)).



One of the limitations of this [image: ] is that it is not necessarily nonnegative. However, an alternative nonnegative measure can be defined, starting with the well-known inequality [image: ] for all c > 0 (e.g., [18] (p. 106)). Setting [image: ] for [image: ] and b > 0 and multiplying each side of the inequality with a/b gives


[image: ]



(4)




with [image: ] if, and only if, [image: ]. The function f is strictly convex in [image: ] since the second-order derivative [image: ]. Then, setting [image: ] and [image: ] in (4) results in


[image: ]



(5)




which is proposed as a new measure of the mutual information between the two events [image: ] and [image: ].



The following properties of [image: ] for all [image: ] and [image: ] follow immediately from the definition in (5):

	(i)

	
[image: ].




	(ii)

	
[image: ], if, and only if, the events [image: ] and [image: ] are independent.




	(iii)

	
[image: ], i.e., I is symmetric in the events [image: ] and [image: ].




	(iv)

	
[image: ] in (1).






Note that [image: ] is also defined when [image: ] (and [image: ]) in the limiting sense that [image: ] as [image: ].



Upper bounds on [image: ] in (5) can readily be determined from the fact that [image: ] is a strictly increasing function of [image: ]. Then, since [image: ], it follows from (5) that


[image: ]



(6)




and, since [image: ],


[image: ]



(7)




with the least upper bound being [image: ].




2.2. Mean Measures


The mutual information between X (or the set of events [image: ]) and the specific event [image: ] can logically be defined as the following weighted mean of [image: ] in (5) for i = 1, …, I:


[image: ]



(8)




or, in terms of conditional probabilities,


[image: ]



(9)




where [image: ] is the conditional entropy of X given [image: ]. The [image: ] can similarly be defined as [image: ]. It follows from the properties of [image: ] that [image: ] with equality when X and Y are independent.



Hamming ([3] (pp. 140–141)) uses the term conditional mutual information for [image: ], but this term is commonly reserved for a measure such as [image: ] in (2). From the first expression in (8), it seems that it is most appropriate to call [image: ] the mutual information between X and [image: ] or the information about X conveyed by the occurrence of the event [image: ].



From the expression in (8) and the upper bounds on [image: ] in (6) and (7), upper bounds on [image: ] are given by


[image: ]



(10)






[image: ]



(11)




Note that the bound in (11) is equal to the first term of [image: ] in (9). The same bounds are also obtained by setting [image: ] and [image: ] in the term [image: ] of (8).



The [image: ] in (1) is the following weighted mean of [image: ] in (5) or of [image: ] in (8):


[image: ]



(12)




Upper bounds on [image: ] are then obtained from (10)–(12) as


[image: ]



(13)






[image: ]



(14)




The same bounds are also obtained by setting [image: ] and [image: ] in the term [image: ] in (1).




2.3. Conditional Measures


In the case of three random variables X, Y, and Z with conditional probabilities [image: ], [image: ], and [image: ] with k = 1, …, K, one can define the mutual information between the events [image: ] and [image: ] conditional on the event [image: ] by setting [image: ] and [image: ] in (4) so that


[image: ]



(15)




where [image: ] with equality only under conditional independence, i.e., if, and only if, [image: ].



The mutual information between X and Y given [image: ] can then be defined as the following weighted mean of [image: ]


[image: ]



(16)




The conditional mutual information of X and Y given Z as defined in (2) follows from (16) as


[image: ]



(17)







Since [image: ] is a strictly increasing function of [image: ], the following upper bounds on [image: ] in (15) are obtained from [image: ] and [image: ]:


[image: ]



(18)






[image: ]



(19)




From (16), (18), and (19), upper bounds on [image: ] are given by


[image: ]



(20)






[image: ]



(21)




From (17), (20), and (21), upper bounds on [image: ] become


[image: ]



(22)






[image: ]



(23)









3. Normalizations


Let I denote any one of the mutual information measures in (5), (8), (12), and (15)–(17) with its derived upper bounds [image: ] and [image: ] and let


[image: ]



(24)




denote a normalized form of I. Either [image: ] or [image: ] would satisfy (24). However, there exists literally infinitely many potential candidates for U in (24), as represented by the α-order arithmetic mean


[image: ]



(25)




where [image: ] is some real-valued parameter. For any given (fixed) [image: ] and [image: ], [image: ] is a nondecreasing function of [image: ] and is strictly increasing unless [image: ] ([19] (pp. 16–18)). Other means could also be considered, such as the logarithmic mean and Stolarsky means [20,21]. See also [16].



Particularly well-known members of [image: ] are the following:


[image: ]



(26)




in increasing order of magnitude unless [image: ] (when they are all equal). All [image: ] from (24)–(26) are symmetric in X and Y. In its strong favor, [image: ] is the only member of (24) and (25) that is always capable of attaining the maximal value of 1.



In the case of [image: ] with [image: ] and [image: ] in (13) and (14), the most apparent normalized candidates are perhaps the following [9]:


[image: ]










[image: ]



(27)







Horibe [8] proved that [image: ] is a distance metric so that [image: ] becomes a (normalized) similarity metric [22]. The [image: ] gives equal weight to H(X) and H(Y), as does [image: ] (see also [image: ] and [image: ] in (26)). This [image: ], which has been suggested by Strehl and Ghosh [23], is somewhat analogous to the correlation coefficient [image: ]. As stated above with respect to [image: ] from (24) and (26), the [image: ] in (27) is the single normalized [image: ] that is always capable of attaining the value of 1.



As a further explanation of the last statement, consider the condition that either (a) for each i (i = 1, …, I), [image: ] for at most one j or (b) for each j [image: ], [image: ] for at most one i. In terms of a contingency table with row variable X and column variable Y so that [image: ] is the probability in row i and column j, this condition means that either (a) each row or (b) each column contains at most one nonzero [image: ]. The term “at most” is not needed if all of the marginal probabilities [image: ] and [image: ] are nonzero. For any given marginal distributions [image: ] and [image: ], this condition is clearly the one for which the mutual information (dependence, association) is at its maximum. No other [image: ] distribution could plausibly or intuitively produce a larger [image: ]. Under this condition, irrespective of the values of I and J (dimensions of the [image: ] contingency table), [image: ] so that [image: ], whereas all of the other normalized variants of [image: ], including [image: ] and [image: ] in (27), take on values that are necessarily less than 1. Assuming that all of the marginal probabilities are nonzero, it is only when I = J (square contingency tables) that those other normalized variants of [image: ] are able to attain their upper bound of 1.



Consequently, unless there are particular or compelling reasons to the contrary, normalizations of mutual information measures ought to be based on the least upper bounds. Thus, for the general formulation in (24), [image: ] should be the standard normalizing factor so that


[image: ]



(28)




This will ensure that the attainable maximal value of [image: ] is 1, irrespective of the marginal probabilities and the dimensions I and J.




4. Weighted Mutual Information


The idea of weighted entropy introduced by Belis and Guiasu [24] and Guiasu ([25] (Chapter 4)) and extended to include weighted divergence ([26]; [27] (pp. 33–91)) has also been formulated for mutual information as


[image: ]



(29)




where [image: ] are some nonnegative weights that are associated with the random variables X and Y [28,29,30]. Of course, when [image: ] for all i and j, (29) reduces to (1).



A limitation of this [image: ] and perhaps one reason for its relatively limited use is the fact that [image: ] is not necessarily nonnegative [30,31]. One way to overcome this limitation is to restrict the weighting function w, such that it depends only on one of the two variables X and Y [30]. However, such a restriction is not necessary if the weighted mutual information measures are based on the nonnegative [image: ] in (5), such that


[image: ]



(30)




and from which


[image: ]



(31)




and


[image: ]



(32)




all of which are nonnegative. When [image: ] for all i and j, (30)–(32) reduce to (5), (8), and (12), respectively.



In the case of conditional mutual information measures, nonnegative weighted equivalents can be derived by starting with


[image: ]



(33)




for i = 1, …, I, j = 1, …, J, k = 1, …, K, and for [image: ] in (15). The equivalents for (16) and (17) are then obtained from (33) as


[image: ]



(34)




and


[image: ]



(35)




These weighted conditional measures are nonnegative since [image: ] and it is assumed that the weights [image: ] for i = 1, …, I, j = 1, …, J, and k = 1, …, K.



Upper bounds and normalizations for the weighted measures in (30)–(35) can be derived in the same way as done above for their unweighted equivalents. Consider, for example, the [image: ] in (32). Since the log( ) is a strictly increasing function and since [image: ], it follows from (32) that


[image: ]



(36)




and, since [image: ]


[image: ]



(37)




For [image: ] for all i and j, these upper bounds reduce to those in (13) and (14). The normalized form of [image: ] with 1 as the attainable maximum value is given by


[image: ]



(38)




with the denominator terms defined by (36) and (37). If all [image: ] are the same, not necessarily 1, (38) becomes the [image: ] in (27).



In the case when X and Y are continuous random variables, equivalent mutual information measures to all of those introduced above for the discrete case can be obtained by substituting probability density functions f for all of the probabilities p( ), and by substituting definite integrals for the summations. Thus, the equivalent of [image: ] in (30) and (5) becomes


[image: ]



(39)




and the equivalent of [image: ] in (32) becomes


[image: ]



(40)




where the integrals are over the entire range of values of X and Y. When [image: ] for all x and y, the nonnegative [image: ] in (40) reduces to the well-known mutual information


[image: ]



(41)




which is also nonnegative since [image: ] is nonnegative for all [image: ].



However, mutual information measures in the continuous case, such as those in (39)–(41) cannot generally be normalized to the [0, 1]-interval unless particular constraints are imposed. Such continuous measures do not generally have fixed upper bounds. If, for example, X and Y have the joint normal distribution with correlation coefficient [image: ], then [image: ] (e.g., [2] (pp. 282–283)), which increases without an upper bound as ρ → 1.




5. Value Validity


5.1. Value-Validity Consideration


Let [image: ] stand for any one of the normalized mutual information measures discussed above, and let [image: ] etc. stand for its numerical values for different probability distributions. It is then generally of interest to make different types of comparisons between such numerical values. While there may be no particular reason to doubt the validity of size (order) comparisons such as [image: ], more specific comparisons such as the difference comparisons [image: ] or [image: ] (for constant k) may require certain restrictions or modifications on [image: ] in order to be valid. The same type of validity requirement would apply to the interpretations of absolute values of [image: ].



Although there are different types of validity that are used in measurement theory ([32] (Chapter 4)), value validity of a measure is used here to mean that all of the potential values of the measure provide true or realistic representations of the extent of the attribute being measured as supported by a generally acceptable criterion or condition. Such an analysis has been done for the normalized entropy [image: ] [33], but a different approach is needed for the mutual information between two or more random variables.



One approach is to consider the binary random variables [image: ] and [image: ] with all marginal probabilities equal to 1/2 and with the following joint probability distribution [image: ]:


[image: ]



(42)




where [image: ] is a real-valued parameter. Furthermore, consider the normalized mutual information measure [image: ] in (28) that takes on values between 0 and 1, inclusive. Then, for any joint distribution [image: ] with i = 1,…,I and j = 1, …, J, the following equality exists:


[image: ]



(43)




where g is a single-valued function of [image: ]. As a consequence of (43), the value validity of [image: ] for any [image: ] can be considered based on [image: ].



The [image: ] takes on its extremal values when [image: ] and [image: ] with


[image: ]



(44)




where [image: ] corresponds to the statistical independence condition and [image: ] corresponds to the complete dependence condition ([image: ] and [image: ]). The probability distribution [image: ] can be considered as a point (or vector) in four-dimensional Euclidean space with Cartesian coordinates [image: ]. Then, first, the [image: ] in (42) is seen to be the weighted mean of [image: ] and [image: ] as follows:


[image: ]



(45)







Second, with [image: ] denoting a normalized mutual information measure that has the value-validity property and in terms of the Euclidean distance d( ), the following equality between distance ratios is propounded as a logical relationship:


[image: ]



(46)




Since [image: ] and [image: ], (46) can be expressed as


[image: ]



(47)




and, with [image: ] and [image: ] as in (44) and (47) reduces to


[image: ]



(48)




The value-validity condition in (47) and (48) is also a logical implication from (45). That is, [image: ] in (47) as a weighted mean of [image: ] and [image: ] is equivalent to the weighted mean of the probabilities in (45).



In the case when [image: ], [image: ] and [image: ] for [image: ] so that the distance [image: ], [image: ] from (48), which is clearly the only logical value for a measure that can vary from 0 for [image: ] to 1 for [image: ]. However, as discussed next for the normalized mutual information measures [image: ] in (28), [image: ] and [image: ] does not meet the value-validity condition in (48) without some required correction.




5.2. Value-Validity Corrections of [image: ]


Values of the normalized mutual information measures collectively included in [image: ] in (28) and specifically defined in (5)–(14) have been computed for the joint probability distribution [image: ] in (42) and for different values of [image: ]. For each pair of upper bounds [image: ] and [image: ] in (6)–(14), [image: ] since all of the marginal probabilities for the distribution in (42) equal 1/2 The results are summarized in Table 1.



Table 1. Values of the normalized forms of the measures in (1), (5), and (8) for the probability distribution [image: ] in (42) with differing α-values.







	
[image: ]

	
[image: ]




	
0.1

	
0.3

	
0.5

	
0.7

	
0.9






	
[image: ]

	
0.01

	
0.07

	
0.20

	
0.42

	
0.77




	
[image: ]

	
0.01

	
0.06

	
0.18

	
0.37

	
0.69




	
[image: ]

	
0.01

	
0.07

	
0.19

	
0.39

	
0.71




	
[image: ]

	
0.01

	
0.07

	
0.19

	
0.39

	
0.71










It is clear from these results that all of the [image: ] measures fail to comply with the value-validity condition in (48). Their values are substantially smaller than the α-values, implying that those measures substantially understate the true extent of the normalized mutual information attribute or characteristic. The absolute extent of this understatement is greatest around the true midrange [image: ], while the relative understatement is greatest at the lower end (smaller α-values).



Rather than rejecting these [image: ] measures because of their lack of value validity and hence their restricted utility, they can be corrected or modified so as to comply with the requirement in (48) by the use of the relationship in (43). Thus, with [image: ] denoting any one of the measures in Table 1 and for any given joint probability distribution [image: ] for [image: ] and [image: ], the value of [image: ] can be determined so as to comply with the equality in (43). The solution [image: ] then becomes the corrected value of [image: ]. Formally stated,


[image: ]



(49)




where h is the inverse function of g in (43). This corrected [image: ] will necessarily comply with the value-validity condition in (48).



For any given distribution [image: ], the corrected value [image: ] of [image: ] can be obtained by using a computer search algorithm to find the value of [image: ] for which [image: ] for the [image: ] in (42). The resulting [image: ]-value, which can be determined to any degree of accuracy, is then the corrected [image: ] Alternatively, the function g in (43) and hence h in (49) may be determined analytically, such that


[image: ]



(50)




It is desirable that the function h be relatively simple and convenient to use rather than being a complex expression that is derived from some model or curve-fitting program.



Consider the data in Table 2 for [image: ] based on the distribution [image: ] in (42) and different values of [image: ]. By exploring various forms of h in (50), Table 2 presents the results for two potential candidates for h as approximations to the equality in (50). The square-root function mentioned in [34] does provide quite respectable approximations, i.e., [image: ]. In fact, for the fitted model [image: ] and the data in Table 2, the coefficient of determination, when properly computed [35], is found to be [image: ].



Table 2. Values of [image: ] for [image: ] and the distribution [image: ] in (42) with differing α-values, as well as the corresponding values for two different functions h satisfying (50), approximately.







	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]






	
0

	
0

	
0

	
0




	
0.1

	
0.0072

	
0.0849

	
0.1027




	
0.2

	
0.0291

	
0.1706

	
0.2044




	
0.3

	
0.0659

	
0.2567

	
0.3041




	
0.4

	
0.1187

	
0.3445

	
0.4033




	
0.5

	
0.1887

	
0.4344

	
0.5017




	
0.6

	
0.2781

	
0.5274

	
0.5999




	
0.7

	
0.3902

	
0.6247

	
0.6981




	
0.8

	
0.5310

	
0.7287

	
0.7970




	
0.9

	
0.7136

	
0.8447

	
0.8974




	
1

	
1

	
1

	
1










However, a superior approximation can be achieved by means of regression analysis. Thus, for the simple model [image: ] and for the data in Table 2, estimated [image: ], or, when rounded off to the nearest fraction, [image: ]. The resulting function h in (50), i.e., [image: ] is seen from the results in Table 2 to satisfy (50) to a high degree of approximation. In fact, if the data are rounded off to the second decimal place, which is clearly sufficient for most practical purposes, it is seen from Table 2 that the equality in (50) holds exactly.



Consequently, it follows from (49) that the corrected value of [image: ] becomes


[image: ]



(51)




which complies with the value-validity condition in (48) to a high degree of approximation. Although the final part of the analysis has been based specifically on the normalized form of [image: ] in (1), the value-validity correction in (51) is also applicable to the other normalized mutual information measures, such as [image: ] and [image: ], as discussed above and subject to the normalization in (28). This proposition is supported by the fact that, as indicated by the data in Table 1, all of the normalized measures deviate from the value-validity condition in (48) to a comparable extent.




5.3. Numerical Example


Table 3 gives the real sample results of United States Senate elections (for four different years) based on data given by Reynolds ([36] (p. 2)). Here [image: ] is the event that a vote is for a Democratic candidate and [image: ] that it is for the Republican candidate. The variable Y refers to the three parties with which the voters were identified. Based on the sample probability distribution [image: ] in Table 3, the values of the various normalized mutual information measures have been computed, as presented in Table 3. The normalizations have all been based on the least upper bounds as in (28). The values of both the (uncorrected) measures [image: ] and the value-validity corrected measures [image: ] from (51) are given in Table 3.



Table 3. United States (U.S.) Senate election results in terms of sample probabilities (proportions) [image: ] for candidate vote (X) and voters’ party identification (Y) (sample size N = 2843). Source: Reynolds ([36] (p. 2)).







	
Vote (X)

	
Party Identification (Y)




	
Democrat [image: ]

	
Independent [image: ]

	
Republican [image: ]

	
Total






	
Democrat [image: ]

	
0.39

	
0.11

	
0.04

	
0.54




	
Republican [image: ]

	
0.07

	
0.12

	
0.27

	
0.46




	
Total

	
0.46

	
0.23

	
0.31

	
1.00




	
Corresponding values for the normalized mutual information measures defined in the text:




	
[image: ] = 0.35, 0.01, 0.46; [image: ] = 0.66, 0.12, 0.75 for j = 1, 2, 3




	
[image: ] = 0.33, 0.01, 0.55; [image: ] = 0.65, 0.13, 0.81 for j = 1, 2, 3




	
[image: ] = 0.33, 0.01, 0.49; [image: ] = 0.65, 0.13, 0.77 for j = 1, 2, 3




	
[image: ] = 0.31; [image: ] = 0.63










The information measures may in this case be considered as measures of association (dependence, correlation) between the two categorical variables X and Y. Thus, from the overall measure [image: ], one can justifiably make the interpretation that there is a “somewhat high” or “substantial” degree of association between the party identification or affiliation of voters and of candidates. Or, in information-theory terminology, the (amount of) information about the vote (X) obtained by knowing the voters’ party identification is “somewhat high”. A similar numerical result is obtained from Cramér’s coefficient of association V (e.g., [36] (p. 47)), with [image: ] for the [image: ] distribution in Table 3. However, a very different and misleading result and interpretation would be obtained if based on the [image: ] in Table 3.



A more detailed explanation about the association between X and Y can be gleaned from the [image: ] and [image: ] in Table 3. Both of the values [image: ] for i = 1, 2 and [image: ] show that relatively little information about the vote (X) is obtained from knowing that a (randomly selected) voter was an Independent [image: ]. Due to the value-validity property of [image: ] and from the results that [image: ] for [image: ] and [image: ], and [image: ] for [image: ], it is permissible to infer that at least five times as much information about the vote (X) is obtained by knowing that a voter was a Democrat than if the voter was an Independent. The same inference applies to the voter being a Republican versus an Independent. As another observation, the largest pairwise [image: ] corresponds to the events [image: ] (vote was for Republican candidate) and [image: ] (voter was a Republican) with [image: ]. That is, the event [image: ] provides a “very large” amount of information about the event [image: ]. This is significantly (about 23%) more than the [image: ] (indicating a somewhat greater party loyalty by Republicans).



The [image: ] and [image: ], especially perhaps [image: ], are likely to be particularly useful when Y is an explanatory variable and X is a response variable. In this example, with [image: ] and [image: ], it can be concluded that the information about the vote (X) gained by knowing that a (randomly chosen) voter was a Republican was somewhat larger (by nearly 20%) than by knowing that the voter was a Democrat. Of course, for a small [image: ] table, as in Table 3, some of the above observations or results are rather apparent in general terms from the probabilities in Table 3, but the use of [image: ] provides a means of quantifying those observations (results).





6. Conclusions


For the potential normalizations of various mutual information measures that are discussed in this paper, the least upper bounds have been emphasized as for [image: ] in (28). This provides [image: ] with the desirable property that its upper limit of 1 can always be attained for any marginal probability distributions of the random variables X and Y (and Z in the conditional case), and for any dimensions I and J (and K in the conditional case). Such a property is generally required of any measure of association for categorical variables (e.g., [37] (Chapter 33)). In the case of [image: ] (i.e., [image: ] in (27)), another normalized form could be considered, such as [image: ] [15], but this measure can only attain the value 1 when the smallest of the entropies H(X) and H(Y) involves equal (uniform) marginal probabilities.



It has also been emphasized above that, for comparisons other than size (order) comparisons such as [image: ] for pairs of random variables [image: ] and [image: ], it is required that a measure have the value-validity property. Otherwise, results and conclusions may be incorrect and misleading. A simple transformation or correction of [image: ] into [image: ] provides for such a requirement. This more informative measure [image: ] permits its numerical values to be properly interpreted as to their absolute magnitudes and to be compared, so as to truly represent the attribute (characteristic) being measured.



Besides the fact that it is preferable and more convenient to interpret and compare results that vary over a fixed interval such as [0, 1], a clear advantage of using [image: ] (or [image: ]) over I is that [image: ] (or [image: ]) controls or adjusts for the size of a data set. This makes it possible to compare the results for data sets of varying size (dimension). Such control (adjustment) can be achieved directly by using the normalizing denominator [image: ], or indirectly, as argued in this paper, via the marginal probability distributions of the random variables.
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