
Sensors 2011, 11, 7188-7203; doi:10.3390/s110707188
OPEN ACCESS

sensors
ISSN 1424-8220

www.mdpi.com/journal/sensors

Article

Data Collection Method for Mobile Sensor Networks Based on
the Theory of Thermal Fields
Martin Macuha ?, Muhammad Tariq and Takuro Sato

Graduate School of Global Information and Telecommunication Studies, Waseda University, 1-3-10
Nishi-Waseda, Shinjuku-ku 169-0051, Tokyo, Japan; E-Mails: tariq@fuji.waseda.jp (M.T.);
t-sato@waseda.jp (T.S.)

? Author to whom correspondence should be addressed; E-Mail: martin.macuha@fuji.waseda.jp;
Tel.: +81-3-5286-9839; Fax: +81-3-5286-3832.

Received: 13 June 2011; in revised form: 8 July 2011 / Accepted: 12 July 2011 /
Published: 14 July 2011

Abstract: Many sensor applications are aimed for mobile objects, where conventional
routing approaches of data delivery might fail. Such applications are habitat monitoring,
human probes or vehicular sensing systems. This paper targets such applications and
proposes lightweight proactive distributed data collection scheme for Mobile Sensor
Networks (MSN) based on the theory of thermal fields. By proper mapping, we create
distribution function which allows considering characteristics of a sensor node. We show
the functionality of our proposed forwarding method when adapted to the energy of sensor
node. We also propose enhancement in order to maximize lifetime of the sensor nodes. We
thoroughly evaluate proposed solution and discuss the tradeoffs.
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1. Introduction

Sensor embedded systems and Wireless Sensor Networks (WSN) have attracted many researchers
from academia and industry in the recent years. WSN allow many useful applications like environmental
and biological monitoring [1], military surveillance [2] and infrastructure protection [3]. Usually, sensor
networks are deployed for long-term monitoring, likely at the places where the exchange of the power
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source (battery) might not be possible and/or this replacement is very costly (e.g., underwater monitoring,
leakage of harmful chemicals). Therefore, for majority of the WSN applications, data rate and delay are
commonly not so important factors in the sensor networks as energy consumption and reliability.

Wireless sensor networks offer effective solutions also for vehicular sensing systems, monitoring of
animal habitat and human probe systems. These applications have one common characteristic, that is
mobility of sensor nodes. While vehicular systems might have sufficient resource of energy, animals
(or humans) are often equipped with small monitoring tags with tiny batteries. In this paper, we would
like to focus on animal and human mass monitoring applications.

One typical example of such application is monitoring of habitat in certain area like forest, national
park or reservation. Depending on the information we want to periodically monitor, the frequency of
data generation might vary. For behavior-related data, the data generation frequency is lower than for
health-related information such as heart beat. Another very useful usage of sensors is human’s health
status monitoring during mass events like concerts, large open air festivals or religious pilgrimages.

In such applications, it might be impractical (e.g., during some event) and sometimes dangerous
(e.g., wildlife habitat) to change battery. A dissipated sensor node does not mean only lost of some data,
but might endanger animal (human) ending by lost or death of such animal (human) or other animals.
Therefore, one of the primary goals is maximizing lifetime of every node. This is in contrary with many
area monitoring applications where nodes are dropped and some redundant nodes, which are sensing
overlapping area, might be used for data forwarding and dissipate earlier in order to save energy of other
sensor nodes located in the more important area. In habitat monitoring, every sensor node usually has the
same importance in terms of lifetime, because it is monitoring a living object. Another very important
aspect of this application is mobility of the sensor nodes. As animals (humans) are moving within
possibly large area, it is important to reflect to the dynamicity of the network to minimize the impact
on the delivery of data to the sinks. When monitoring medical or body related data, it is likely that any
significant change in data should be immediately followed by reaction (e.g., medical assistance). This
wireless sensor network is also relatively sensitive to end-to-end message delay between sensor node
and sink.

In this paper, we propose novel data collection method which inherits the distributed and scalable
nature of thermal fields and temperature transfer. The following is the summary of the key contributions:

• To the best of our knowledge, this is the first data collection method designed for mobile sensor
networks based on the theory of thermal fields. In detail, we propose creation of directed acyclic
graph based on the temperature, a virtual metric, which is derived from the theory of thermal fields.
Then, we design lightweight proactive communication protocol for data collection, which enables
forwarding data according to the warmest path.

• By using proposed algorithm we show that directed acyclic graph can be easily adapted to
characteristics of node, such as energy or transmission power. We also adapt conductivity to
the residual energy of the sensor node and propose Temperature exchange based Energy Adaptive
Routing (TEAR) protocol for Mobile Sensor Networks (MSN).

• To maximize the lifetime of the sensor node and to prevent the node’s dissipation due to relaying,
we propose minimum threshold value and self-poisoning method for sensor nodes.



Sensors 2011, 11 7190

In this work, we use terms “node”, “sensor node” or “sensor” interchangeably. Similarly we use terms
“temperature transfer” and “heat transfer”, when referring to the same theory of thermal fields from
thermodynamics. Term “temperature” refers to the virtual metric, which is inherited from the theory of
thermal fields and there is no relation between this metric and real temperature of the sensor device.

The rest of this paper is organized as follows. Section 2 provides motivation behind usage of the
theory of thermal fields in wireless network. Detailed description of forwarding method and mapping
between the theory of the thermal fields and sensor network is presented in Section 3. Section 4 describes
proposed energy adaptive protocol design. The extensive evaluation of the forwarding method and
discussion is given in Section 5. Section 6 introduces major routing algorithms and relevant work for
similar scenarios in MSN. Concluding comments are in Section 7.

2. Motivation

The theory of thermal fields describes transfer of heat between molecules in the substance and comes
from thermodynamics. In this theory, a heat radiant is source of heat and emits this heat. Then, heat is
transferred between molecules which are in direct contact. Each molecule will increase its temperature
in dependence on neighboring molecules with higher temperatures and its own ability to transfer heat,
which is called thermal conductivity. This relation is described by the second law of thermodynamics.
Heat can be transferred only in one direction, from warmer molecules to the colder ones.

The one-directional transfer of heat (from warmer to the colder molecule) allows to track back to
the source of heat, where the temperature reaches the maximum. This is one of the advantages of this
theory, when applied in packet forwarding in such wireless networks, in which all nodes have the same
destination(s). A distribution function describing this theory can be applied to WSN and the behavior of
molecules could be mapped to the wireless sensor nodes. The data sink (destination) node is the source
of heat with maximum (constant) temperature. Data forwarding is based on the warmest path where the
warmest node of every possible path is a data sink. Thus, directed acyclic graph (DAG) is created with
weights of the edges equals to the temperatures of the connected vertices over these edges.

Figure 1. Directed acyclic graph based on heat transfer.

(a) Original (one sink) (b) Optimized (one sink) (c) Original (multi-sink) (d) Optimized (multi-sink)

Simple scenario of created DAG, based on the received temperature values from direct neighbors, is
shown in Figure 1(a). In Figure 1(b), the optimized DAG is shown and temperature optimization allows
forwarding according to the warmest path. In Figures 1(c) and 1(d), DAG is created in the same way
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when two data sinks are in the network. Again, optimized DAG allows effective anycast forwarding to the
neighbors with the highest temperatures when multiple sinks are in the network. The only information
necessary for path selection is the temperature of the neighboring nodes.

3. Preliminaries

This section defines the network model, explains the theory of thermal fields and principal formulas,
which are applied for DAG creation. The mapping between characteristics of node and the theory of
thermal fields is also shown and different characteristics are discussed.

We assume the network consisting of sensor nodes and multiple static data sinks. All sensor nodes
have limited amount of energy given by the capacity of their battery. We assume that data sinks are
connected to external, unlimited, source of energy. Sensor nodes are mobile, however, there is no energy
dissipation due to mobility (we assume that sensors are carried by humans/animals). Every sensor is
periodically generating small amount of data (e.g., heart-beat) and this message is sent to the data sink
in multi-hop manner. Thus, some sensor nodes are also involved in the relaying of messages toward
the data sink. We also assume that a successful delivery of data messages to the sink does not need to
be acknowledged, so there is no need for backward communication from data sink to the sensor nodes.
Therefore, end-to-end communication is one-directional, the only acknowledgment is possible on the
link level between two directly connected nodes.

In order to create DAG, the maximum temperature value is in the data sink, φSINK = MAX , and
every sensor node joining the network has initial temperature set to zero, φi = 0. After the initial message
exchange between nodes, every node calculates its own temperature based on the values of its neighbors
and its own conductivity value. The temperature of node can be calculated only from neighbors, which
are having higher temperature than the calculating node. Iterative algorithm for calculation of node’s
temperature is shown in Algorithm 1.

Algorithm 1. Node Ni calculates its own temperature.

φi = 0;
sort neighbors by temperature descending;
foreach Neighbor Nj ∈ SN do

if φi < φj then
φi = φi + (φj − φi) · ξi;

end
end

SN is set of the node’s direct neighbors, ξi is the thermal conductivity of node Ni. φi and φj are the
temperatures of nodes Ni and Nj , respectively.

3.1. Local Maxima Problem

To accommodate temperature transfer function in the network scenario, we must solve the problem
of local maxima to ensure that forwarding by the warmest path will always end up in the data sink.
When ξ > 1, the probability of local maxima is ≥0, therefore we modify the original function and use
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ξNORM ∈ 〈0, 1). Maximum temperature is in the data sink, φMAX , and the temperature of every non-sink
node is calculated as follows:

φi = φi + (φj − φi) · ξiNORM
(1)

The data sinks are thermal sources and all other sensor nodes are conducting temperature depending
on their own properties. The only condition which must be kept when forwarding the packets in the
network, is that there exists path from any node to any sink in the network and the temperature values of
all nodes along the path are strictly increasing towards the data sink. This is accomplished by normalizing
ξ, ξNORM ∈ 〈0, 1) (see Theorem 1).

Theorem 1. Node Ni is non-sink node connected to the network and there exists at least one path from
node Ni to the sink. If ξNORM ∈ 〈0, 1), then there exists a neighbor of Ni, Nj , and φi < φj .

Proof. By contradiction. Assume that there is no such neighbor having φi < φj , so for every neighbor
Nj , φi ≥ φj . Then, from the iterative calculation of the temperature, φi, we can write:

φi = φiPREV
+ (φj − φiPREV

) · ξiNORM
∧ φi ≥ φj

Thus
φiPREV

+ (φj − φiPREV
) · ξiNORM

≥ φj

ξNORM ≥ 1

which is in contradiction with the previous assumption that ξNORM ∈ 〈0, 1).

3.2. Temperature Calculation in Practice

Figure 2 shows practical calculation of the node’s temperature. Assume that node X has neighbors
A,B,C,D andE and knows their temperatures (i.e., φA, φB, φC , φD and φE). Then, node X creates a list
of neighbors sorted descending by their temperature. Based on the Algorithm 1, the node’s temperature
is calculated. From the Figures 2(b) and 2(c) is clear that node’s temperature value and also number
of alternative paths varies with the node’s own thermal conductivity value ξXNORM

. In case of high
thermal conductivity value, the calculation stops after two steps and only first two neighbors (C and B)
are contributing to the node’s own temperature value and only these two neighbors are potential data
forwarders (column P shows priority of the next hop forwarder). In case of low thermal conductivity
value, ξXNORM

= 0.3, the node’s temperature calculation consists of three steps. The final temperature
value is much lower, because of node’s low thermal conductivity value. There are three neighbors
contributing to the temperature of node X . Thus, more alternative paths is available when one of those
neighbors is disconnected. From the Equation (1) we can see that temperature of the node depends on the
two factors (virtual physical attributes), namely on the temperature of the neighbors and as previously
noted, on the node’s thermal conductivity value. The former one enables end-to-end path selection and
the latter one depends on the characteristics of node. The characteristics of node could be mapped to
node’s energy, location, importance of generated data, position in hierarchy (e.g., clusterhead), priority,
transmission power or any other.
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Figure 2. Heat computation algorithm (N-neighbor, φ-temperature, P-priority).

(a) NodeX and forwarder candidatesA−E
nodes with different temperatures

step1: step2:

N ϕ P N ϕ P
C 0.8 1 C 0.8 1
B 0.7 B 0.7 2
D 0.5 D 0.5
E 0.3 E 0.3
A 0.1 A 0.1

0.8*0.8 = 0.64 0.64+(0.7-0.64)*0.8 =
 = 0.64+0.048 = 0.688

ξ = 0.8 ξ = 0.8

(b) when conductivity is high (ξXNORM
= 0.8)

step1: step2: step3:

N ϕ P N ϕ P N ϕ P
C 0.8 1 C 0.8 1 C 0.8 1
B 0.7 B 0.7 2 B 0.7 2
D 0.5 D 0.5 D 0.5 3
E 0.3 E 0.3 E 0.3
A 0.1 A 0.1 A 0.1

0.8*0.3 = 0.24 0.24+(0.7-0.24)*0.3 = 0.378+(0.5-0.378)*0.3 =
 = 0.24+0.138 = 0.378  = 0.378+0.0366 = 0.4146

ξ = 0.3ξ = 0.3 ξ = 0.3

(c) when conductivity is low (ξXNORM
= 0.3)

3.3. Distribution Function and Conductivity Value

Temperature transfer formula considers several dimensions of network in one value and we can
examine its behavior by simplification. At first, this formula considers distance from the sink. This can
be clearly shown by setting thermal conductivity a constant value for all sensor nodes (ξ1 = ξi = const).
Another dimension is the number of neighbors, thus density of the network. It can be shown that the more
neighbors with the higher temperature, the higher temperature of the node itself. When conductivity
value is very close to zero (ξ = const ≈ 0), the density of the network has very significant impact on
the temperature value. Vice versa, if the thermal conductivity value is close to 1 (ξ = const ≈ 1), the
distance from the data sink (number of hops) has significant impact on the temperature. Thus when the
sensor nodes, which are closer to the data sink, are in good conditions (their conductivity values are close
to 1), then the shortest path is preferred as the most optimal one. When those nodes are in bad conditions
(their conductivity values are close to 0), more alternative paths can be found (for detailed example see
description of Figure 2), thus the probability of data delivery is increased through path diversity.

This behavior can have significant impact on the network performance when thermal conductivity
value is mapped to the real characteristics of node. The thermal conductivity value ξ can be considered
as the node’s quality factor, which directly influences the temperature of node. In general, the better are
the characteristics of the node, the higher is the conductivity value.

One example of mapping the thermal conductivity value to the characteristics of node is prioritization.
We can assign high value (e.g., ξ = 0.9) to those nodes, which are preferred forwarders (high priority)
and low conductivity value (e.g., ξ = 0.2) to the nodes which should be used for data forwarding
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only if necessary (low priority). Those nodes with higher thermal conductivity values are strongly
influencing the temperature values of their direct neighbors, thus, are more likely the next hop forwarders
for those neighbors.

Another interesting example is mapping the thermal conductivity value to the transmission power
of the node. By mapping the nodes with high transmission power to high conductivity values, those
nodes will be likely used as next hop forwarders. Vice versa, the nodes with low transmission power
could be mapped to low conductivity values, thus, having more potential next hop forwarders (refer to
Figure 2(c)). This is especially important when the node with mobility has low transmission radius (due
to low transmission power) and the probability of disconnection with other nodes with mobility is high.

Mapping of Thermal Conductivity to Residual Energy of Node

In our proposed temperature transfer-based forwarding method we adapt the thermal conductivity
value to a relative residual energy of a sensor node. The only necessary assumption is the knowledge
of node’s own energy. Then the value of thermal conductivity adapted to the node’s energy can be
calculated as follows:

ξENORM
=
ENOW

EINIT

(2)

where ENOW is current energy status (i.e., remaining capacity of the battery) and EINIT is initial
(maximum) energy of sensor node. Thus, when node posses full battery, the residual energy is close to
100%, thus, the thermal conductivity will be close to 1. Vice versa, when the battery is almost dissipated,
the thermal conductivity of this node will be very low (close to 0).

4. Protocol Design

Based on the previous analysis, we propose novel Temperature exchange-based Energy Adaptive
Routing (TEAR) protocol. In this section, we explain protocol design and practical issues related to the
realization of the temperature transfer based communication. We split the protocol realization into two
phases: Discovery phase and Forwarding phase.

4.1. Discovery and Forwarding Phases

Discovery phase is necessary for proper decision of the next forwarder of data. Network discovery
is initialized by the sink node, which periodically sends the information about its temperature φSINK ,
which is the maximum temperature and it is always constant. All neighboring sensor nodes calculate
(based on the previously described Algorithm 1) own temperature and send this information to their
direct neighbors. By this periodical one hop beacon exchange, the overall network is kept in the actual
state. Every sensor node keeps small routing table of its neighbors with their temperature values.

Forwarding phase of temperature transfer based network is very trivial. From the previous phase,
where every node calculated own temperature and created table of the neighbors, sensor node knows
which neighbor is having the highest temperature. That neighbor is used for data forwarding. If the
node at the first place in the routing table is disconnected, the table of neighbors is updated, the own
temperature is recalculated and the warmest neighbor in the refreshed table is used for forwarding.
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However, in order to avoid loops, only nodes with higher temperatures than is the temperature of the
actual are used for forwarding.

Poisoning of Weak Nodes

We also propose improvement in order to prevent the forwarding towards the node with very low
energy. We define the critical conductivity value (threshold), below which the self-poisoning starts. For
example, if thermal conductivity value of a node, mapped to residual energy, is ξE < ξEMIN

, then sensor
node sets ξE = 0 and therefore also calculated temperature of sensor node φ = 0. After sending the
beacon with zero temperature, all neighbors having that node in their routing table as a forwarder will
remove this node and it will not be used for forwarding. This node stops sending periodical beacons to
save energy, however, it can still behave as a normal sensor node and send own data packets to sink as it
keeps table of the neighbor nodes, which are still active (i.e., they are sending periodical beacons).

5. Results and Evaluation

We set up the network scenario similar to the application described in the first section. The simulations
were performed in the Omnet++ [4] simulation tool with Energy Framework [5] developed at Technical
University, Berlin. The network area is square shape with side of 1000 m and there is one data sink in
every corner, totaling 4 data sinks. The sensor nodes are randomly placed into the area and are moving by
Waypoint Mobility model with pedestrian speeds (uniform distribution 1–3 m/s) and pause time (uniform
distribution 1–2 s). We assume using Imote2 wireless sensor node with CC2420 chipset [6]. To mitigate
the energy loses from sleep mode scheduler, we assume ideal scheduler. A device is in the idle state only
when it waits for message (e.g., for acknowledgments ACK) or when it performs calculation. Otherwise,
device is in the sleep mode between communications (Tx or Rx modes). Ideal scheduler is unreal from
the point that global knowledge or extra communication is required to make one sensor awake when
another sensor node is willing to communicate with it. On the other hand, evaluation of the multi-hop
forwarding methods or routing protocols might be affected by scheduler as some protocols might involve
more frequent exchange of small messages, some less frequent larger message exchange, some control
information exchange is periodical, some is on demand. Therefore, using one of the available schedulers
for routing performance comparison could handicap one or other routing method. On the application
layer, every sensor generates data messages with mean of two seconds. The simulation run lasts five
minutes. When evaluating the lifetime, we run the same settings until the first node dies. Due to time
and processing complexity, we set the initial battery capacity to 10 percent of the common 3 V battery
capacity and then linearly extrapolated the results for lifetime of the full battery capacity. The summary
of the simulation parameters is shown in the Table 1.

Based on the initial goals and the functionality of the target application, we evaluated the performance
of the routing methods from the following aspects:

• Lifetime—time when the first sensor node completely dissipates (dies) in the system. Note, that
many works refer to lifetime as the time until the last sensor node dies. As explained in the
first section, our goal is to maximize lifetime of every node, not to maximize lifetime of the
overall system.
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• Energetic cost—the ratio of the total energy dissipated in the system and the number of
successfully received data packets. We introduce this novel evaluation method to describe the
energetic performance of the routing protocol. More closely, we are interested how much energy
was spent by the system in order to deliver certain amount of the useful information (data packets).

• Routing overhead—number of control bits per node per second. This evaluation method shows
the heaviness of the protocol and its scalability. It is also directly related to energy effectiveness
as redundant control information exchange cause unnecessary dissipation of nodes. On the other
hand, if there is lack of information about the network, the performance and reliability can be
affected.

• Packet delivery ratio—the ratio of successfully delivered data packets to any data sink, and all sent
data by sensor nodes. This evaluation is important as it shows how reliable is the routing method
in the mobile environment.

• End-to-end delay—the delay from the generation of data packet in the sensor to the successful
detection of the packet at the destination (data sink) at network layer. Our application assumes
health related data, therefore it is relatively critical for delay. On the other hand, delay sensitivity
is not of the level of multimedia transfer, therefore we believe that several seconds would not affect
the overall system performance.

Table 1. Simulation matrix.

Playground 1,000 × 1,000 m
Number of sensor nodes 80–240
Data sinks 4 (in the corners)
Mobility Waypoint Mobility Model
Speed uniform(1,3) m/s
Propagation model Two Ray Ground Model
Radio&MAC IEEE 802.15.4
Battery voltage 3 V
Battery capacity 1,150 mAhr
Battery capacity simulated 115 mAhr (10%)
Sleep mode 0.39 mA
Active mode, radio off 31 mA
Active mode, Tx/Rx mode 44 mA
Data packet size 512 bytes
Packet interval µ = 2 s, σ = 0.1

Routing methods TEAR, AODVjr, Epidemic

5.1. Study on the Protocol Performance

We used previously described simulation setting and 120 sensor nodes randomly deployed within the
network area. Firstly, we investigated the proposed enhancement for TEAR protocol, i.e., the minimum
threshold for conductivity value mapped to the relative residual energy of the sensor node ξEMIN

. We
varied the ξEMIN

value from 0 to 0.5 by step 0.05. When ξEMIN
= 0, sensor node will not start own
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poison process. On the other hand, when ξEMIN
= 0.5, the sensor node will start the poison process when

its relative residual energy drops below 50%. Figure 3(a) shows the performance of TEAR protocol.
Clearly, the lifetime grows with increasing minimum thermal conductivity threshold ξEM IN , when

mapped to the energy. The self-poisoning behavior makes sensor node behaving selfishly from the point
that the poisoned sensor nodes cannot be used as a forwarder afterwards. Thus, after some time, many
sensor nodes are poisoned and the network becomes disconnected at the network level. To model the
behavior of the sensor nodes, we investigated the energetic cost of the protocol (shown in Figure 3(b)).
In this case, we simulated every run until the first sensor node dissipates and calculated the ratio between
spent energy by the system and delivered useful data. It can be seen that for large ξEM IN the cost is very
high and has growing tendency. This is because the amount of delivered data is decreasing when many
nodes cannot be used as forwarders. The cost function decreases for low ξEM IN and reaches minimum
when ξEM IN ≈ 0.25. This is because some sensor nodes started poison process and stopped sending
periodical updates (beacons) to its neighbors to save energy while there are still alternative paths for
data delivery.

From the previous evaluations we found out that in order to increase lifetime of the sensor nodes,
the minimum conductivity threshold value should be properly chosen. Based on our results, the sensor
node should start poison process when it has remaining only 25 percent of the relative residual energy
(ξEM IN = 0.25).

Figure 3. TEAR protocol performance vs. minimum conductivity threshold (ξEMIN
varies

from 0 to 0.5).
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5.2. Comparative Evaluation

We compared our protocol with two other protocols designed for mobile sensor networks. AODVjr
protocol is from the group of MANET protocols, which have been modified for sensor networks. Another
protocol is the Epidemic routing, which is aimed for mobile sensor networks.

We implemented AODVjr, a simplified version of AODV protocol, which is aimed for sensor
networks. It was originally proposed in [7] and we added support for multiple sinks according to [8],
which is another modification of AODV protocol for anycast routing. AODV protocol belongs into the
group of reactive protocols, thus when a node does not know the route to the destination, it broadcasts
route request message and waits for reply with the route towards the destination.
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Epidemic routing is protocol for mobile sensor networks. We implemented this protocol according
to a protocol design description in [9]. Epidemic protocol is based on the exchange of message vectors
between newly connected neighbors and then, based on the requirements, the sensor nodes exchange
required messages, which they do not have in their buffers. The performance of this protocol depends
on the buffer size for messages (it stores also messages of other sensor nodes) and on the repetition
of the anti-entropy period, which defines how often two connected neighbors exchange their updated
message vectors. Based on the results in [9], we set the buffer size of sensor node to 100 messages and
re-initiation of the anti-entropy period to 10 seconds.

We implemented our proposed TEAR protocol based on the previously described design and we set
the period for beacon (message carrying temperature value) to 1 second. Every sensor stores table of the
actually connected neighbors with their temperatures and a time when the most recent beacon came.

5.3. Results of Comparative Evaluation

We performed extensive simulations based on the previously described settings (see Table 1). We
investigated the scalability of the protocols by varying network density from 80 sensor nodes to
240 sensor nodes within the network area.

In Figure 4(a), we investigated lifetime of the sensor nodes. As defined earlier, we were interested in
the dissipation of the first node, not the overall network. In this evaluation, we also show the performance
of TEAR protocol with ξEMIN

= 0.25. TEAR protocol has more than 4 times higher lifetime of the
sensor node than Epidemic or AODVjr protocols in all cases, and when ξEMIN

= 0.25, it has more than
5 times higher lifetime. Moreover, the lifetime of the TEAR protocol increased by more than 45% in
average, when poison process is used.

Figure 4(b) shows control overhead on logarithmic scale. Epidemic protocol completely fails, causing
significant control overhead in dense network (when 240 sensor nodes, control overhead is 65 times
higher than TEAR protocol). Epidemic routing protocol exchanges message vectors when new sensor
node is connected. Denser network increases probability of new connection, thus the sensor node
performs exchange of message vectors more often. Moreover, all nodes are generating messages, thus
every sensor node has many messages buffered. Therefore, the vector containing all buffered message
identifiers is of very large size, causing overhead. Control overhead of AODVjr protocol also grows with
the growing density, reaching 4 times higher values than TEAR protocol. This reflects to the issue of
flooding. AODVjr protocol uses network flooding technique when requesting the route towards the data
sink. TEAR protocol does not cause extra overhead in dense network.

In Figure 4(c), we compared packet delivery ratio of TEAR protocol, AODVjr and Epidemic protocol.
In low density scenario, the Epidemic protocol overcomes other protocols as it stores the messages and
transmits when connection becomes available. As the density of the network increases, the performance
of the Epidemic protocol degrades significantly. This is caused by the buffer size. As the network
density increases and all the sensor nodes are generating data, the buffer of the sensor node overflows,
thus many data packets are dropped. TEAR and AODVjr protocols are fairly robust in the terms of the
network density.

Poor performance of the Epidemic routing protocol in dense networks is reflected in Figure 4(d), spent
energy per useful transferred data bit grows with the density. Energetic cost of AODVjr protocol slightly
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increase with the network density. This result is influenced by higher energy dissipation of the sensor
nodes due to the previously described flooding issue resulting in high control overhead. For network with
240 sensor nodes, the AODV protocol has more than 4 times higher energetic cost than TEAR protocol.

Finally, end-to-end delay is compared in Figure 4(e). Epidemic protocol reaches very high delay by
its nature. This delay is decreasing due to more frequent message exchange in dense network. AODVjr
protocol has almost the same average delay as TEAR protocol when 80 sensor nodes in the network,
however, it has 8 times higher end-to-end delay in very dense network (240 sensor nodes).

Figure 4. Protocol performance comparison vs. different density of nodes.
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5.4. Discussion

From the performance of the TEAR protocol is obvious, that the exchange of temperatures between
direct neighbors makes this solution very scalable and the protocol performs well regardless of the
network density. Another important outcome is that the temperature is calculated without knowledge
of the actual data sink. That is, the forwarding is based on anycast paradigm and if there are several data
sinks in the network, the actual destination (data sink) depends on the trade-off between the distance in
hops, the density towards the sink and actual residual energy of each sensor node on the path towards the
data sink. Proactive behavior of our protocol design is very suitable for applications with frequent data
exchange and might be ineffective in the network where only few nodes generate data or the data are
generated very rarely. Another limitation of our protocol is convergence time of DAG, which depends
on the period of the update message. For example, when there is sudden disconnection of data sink
due to mobility of the sensor node, the temperature values of the neighbors of that data sink will drop
significantly. Similarly, the neighbors of those nodes will recalculate their temperatures when received
new beacon. This process will continue until all nodes with temperatures affected by that data sink update
their tables and recalculate new temperature values. The overall convergence time strongly depends on
the update period. In such situation, the packets are forwarded based on the outdated path, which might
lead to longer paths or even packet drops due to temporal local maximum. Therefore, it is very important
to properly select the update period in order to prevent temporal packet drops due to outdated paths
caused by longer DAG convergence time.

6. Related Work

Data collection and forwarding methods in WSN have been widely studied from different
perspectives, mostly focused on energy savings and network lifetime maximization. Those typical
examples are well known protocols such as Low-Energy Adaptive Clustering Hierarchy (LEACH) [10],
Threshold sensitive Energy Efficient sensor Network (TEEN) protocol [11], Power-Efficient Gathering
in Sensor Information Systems (PEGASIS) [12] and Directed Diffusion [13]. All these protocol are
aimed for static, stable and always connected networks. In our scenario, such protocols would suffer
from dynamicity of the network (e.g., LEACH) or it would create huge redundancy and latency by data
centric approach (e.g., Directed Diffusion), which is not appropriate method for periodical monitoring
of one kind of information. Related work for our research study can be separated into two major parts,
where the former one deals with routing methods in Mobile Sensor Networks and latter one is aimed on
use of heat transfer in the area of wireless communications.

6.1. Routing in Mobile Sensor Networks

There are many works related to data harvesting in MSN, however, mostly focused on delay or
fault-tolerant MSN (e.g., [14,15]).

Pervasive information gathering in Mobile Sensor Networks is studied in [14]. This human oriented
data collection is analyzed when flooding and optimized flooding is used. Then, new method based
on two components, namely the probability of message delivery and queue management, is proposed.
Data is forwarded to the neighbor only when the neighbor has higher probability of delivery. Queue
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management algorithm evaluates whether to drop or transmit the message based on the fault tolerance.
Another interesting solution for dynamic networks with mobile sensor nodes is epidemic routing [9].
Message delivery is ensured by random pair-wise exchange of messages among mobile sensor nodes.
There are three main goals for epidemic routing, such as maximizing packet delivery, minimizing
message latency and also minimizing total resources consumed in message delivery. Semi-epidemic
approach is explored in [16], where the probability of replication is proportional to the time of the
last encounters and their frequency. Each sensor node maintains delivery predictability vector, which
indicates likelihood to meet other sensors. Data collection is based on the message forwarding from the
lower predictability sensor nodes to the higher predictability sensors.

Another group of communication protocols for wireless sensor networks is based on widely studied
area of wireless ad-hoc networks. Robustness of the routing when nodes have mobility is one of the
key goals of Mobile Ad-Hoc Network (MANET) protocols. However, limited energy, low computation
capability and memory makes direct use of such protocols difficult, sometimes prohibitive. In the recent
years, several MANET protocols have been simplified and adapted to sensor networks to be more suitable
for energy constraint nodes with low computational capability (e.g., [7,17,18]). Ad-Hoc On Demand
Vector (AODV) [19] routing protocol was adapted to sensor node’s capabilities in [7] as AODVjr. The
authors show that AODVjr can reach almost the same performance as the original AODV while having
much less complexity. In [18], the authors proposed Not-So-Tiny AODV (NST-AODV) protocol, which
provides support for mesh sensor networks. The drawback is that it requires large memory storage.

6.2. Theory of Thermal Fields in Wireless Networks

Recently, the theory of thermal fields and other similar strategies (gradient based or scalar field
routing) has been applied to wireless networks (e.g., [13,20,21]).

In [20], a potential fields’ strategy is proposed, allowing routing based on scalar value to extreme,
which can be in anycast group member. It considered as the routing decision parameter density of
anycast group members in the network. Anycast group consists of multiple members and every member
contributes to the field of the group. Thus, the potential field of an anycast group is defined as the
superposition of the potential fields of all members in this group. The packets are routed along the
steepest gradient of the potential field. The steepest gradient at each node is determined by evaluating
the potential values of the neighbors. That is, the link from a node to the neighbor with the highest
potential value corresponds to the steepest gradient. Therefore, the nodes always compare the potential
value of their neighbors and forward anycast packets to the neighbor with the highest potential value.

In another field-based protocol, HEAT [21], the similar theory is applied to wireless mesh networks,
however, the temperature of node is calculated from the density of all hosts in the network. The
more neighbors with higher temperature, the higher is temperature value of the forwarding node. This
approach can improve the probability of packet delivery in large mesh networks. The probability
is increased by routing to denser area with anycast members instead of direct routing to the closest
anycast member, because in dynamic network with frequent changes, the anycast member may become
unreachable by moving out of range. The drawback of HEAT protocol is that its performance depends on
the pre-set heat conductivity value, which makes trade-off between density and proximity routing. Thus,
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it is impractical to set the value ahead, because real network might likely have areas where proximity is
preferred and other parts where density might be more suitable.

7. Conclusions

Heat transfer based distribution function is very promising alternative for forwarding decision in
WSN. It allows to adapt the different characteristics of sensor node into one scalar value. This makes
heat transfer-based forwarding specially scalable in large and also dense networks. We adapted the
heat conductivity value to relative residual energy of the sensor node, designed and implemented
energy-adaptive protocol and evaluated its performance. We performed extensive study on evaluation
of this protocol and comparison with AODVjr and Epidemic routing protocols. While epidemic routing
might be suitable for low density networks and AODVjr protocol for less dynamic networks with lower
traffic, it was shown that our proposed protocol performs better in all aspects in dense networks.

We believe that this scalable technique could be used in combination with intelligent aggregation and
clustering for large and dense sensor networks in mobile environment.

References

1. Tolle, G.; Polastre, J.; Szewczyk, R.; Culler, D.; Turner, N.; Tu, K.; Burgess, S.; Dawson, T.;
Buonadonna, P.; Gay, D.; et al. A Macroscope in the Redwoods. In Proceedings of the SenSys’05:
the 3rd International Conference on Embedded Networked Sensor Systems, San Diego, CA, USA,
2–4 November 2005; pp. 51-63.

2. He, T.; Krishnamurthy, S.; Luo, L.; Yan, T.; Gu, L.; Stoleru, R.; Zhou, G.; Cao, Q.; Vicaire,
P.; Stankovic, J.A.; et al. VigilNet: An integrated sensor network system for energy-efficient
surveillance. ACM Trans. Sens. Netw. 2006, 2, 1-38.

3. Xu, N.; Rangwala, S.; Chintalapudi, K.K.; Ganesan, D.; Broad, A.; Govindan, R.; Estrin, D. A
Wireless Sensor Network For Structural Monitoring. In Proceedings of SenSys’2004: the 2nd
International Conference on Embedded Networked Sensor Systems, Baltimore, MD, USA, 3–5
November 2004; pp. 13-24.

4. Varga, A. Omnet++ Network Simulation Framework. Academic Public License, 2003-2011.
Available online: www.omnetpp.org (accessed on 7 July 2011).

5. Energy Framework; Swedish Institute of Computer Science, Uppsala, Sweden, 2009. Available
online: http://www.sics.se/nets/software (accessed on 7 July 2011).

6. Crossbow Imote2. Wireless Sensor Node. Crossbow, Inc.: San Jose, CA, USA, 2007.
7. Chakeres, I.D.; Klein-berndt, L. AODVjr, AODV simplified. ACM SIGMOBILE Mob. Comput.

Commun. Rev. 2002, 3, 100-101.
8. Wang, J.; Zheng, Y.; Jia, W. An AODV-Based Anycast Protocol in Mobile Ad Hoc Network.

In Proceedings of the 14th IEEE 2003 International Symposium on Personal, Indoor and Mobile
Radio Communications, Beijing, China, 7–10 September 2003.

9. Vahdat, A.; Becker, D. Epidemic Routing for Partially Connected Ad Hoc Networks; Technical
Report CS-200006; Department of Computer Science: Duke University, Durham, NC, USA, 2000.



Sensors 2011, 11 7203

10. Heinzelman, W.R.; Chandrakasan, A.; Balakrishnan, H. Energy-Efficient Communication Protocol
for Wireless Microsensor Networks. In Proceedings of HICSS ’00: the 33rd Hawaii International
Conference on System Sciences, Wailea Maui, HI, USA, 4–7 January 2000; Volume 8.

11. Manjeshwar, A.; Agrawal, D.P. TEEN: A Routing Protocol for Enhanced Efficiency in Wireless
Sensor Networks. In Proceedings of the 15th International Parallel and Distributed Processing
Symposium IPDPS 2001, San Francisco, CA, USA, 23–27 April 2001; pp. 2009-2015

12. Lindsey, S.; Raghavendra, C. PEGASIS: Power-efficient gathering in sensor information systems.
IEEE Aerospace Conference Proceedings 2002, 3, 1125-1130.

13. Intanagonwiwat, C.; Govindan, R.; Estrin, D.; Heidemann, J.; Silva, F. Directed diffusion for
wireless sensor networking. IEEE/ACM Trans. Netw. 2003, 11, 2-16.

14. Wang, Y.; Wu, H. DFT-MSN: The Delay/Fault-Tolerant Mobile Sensor Network for Pervasive
Information Gathering. In Proceedings of the 25th IEEE International Conference on Computer
Communications, Barcelona, Spain, 23–29 April 2006; pp. 1-12.

15. Mascolo, C.; Musolesi, M. SCAR: Context-Aware Adaptive Routing in Delay Tolerant Mobile
Sensor Networks. In Proceedings of IWCMC ’06: the 2006 International Conference on Wireless
Communications and Mobile Computing, Vancouver, BC, Canada, 3–6 July 2006; pp. 533-538.

16. Lindgren, A.; Doria, A.; Schelén, O. Probabilistic routing in intermittently connected networks.
SIGMOBILE Mob. Comput. Commun. Rev. 2003, 7, 19-20.

17. Mahfoudh, S.; Minet, P. An Energy Efficient Routing Based on OLSR in Wireless Ad Hoc and
Sensor Networks. In Proceedings of the 22nd International Conference on Advanced Information
Networking and Applications-Workshops; Okinawa, Japan, 25–28 March 2008; pp. 1253-1259.

18. Gomez, C.; Salvatella, P.; Alonso, O.; Paradells, J. Adapting AODV for IEEE 802.15.4 Mesh
Sensor Networks: Theoretical Discussion and Performance Evaluation in a Real Environment. In
Proceedings of the 2006 International Symposium on World of Wireless, Mobile and Multimedia
Networks; Buffalo, New York, USA, 26–29 June 2006; pp. 159-170.

19. Perkins, C.E.; Belding-Royer, E.M.; Das, S.R. Ad hoc on-demand distance vector (AODV) routing.
RFC 2002, RFC 3561.

20. Lenders, V.; May, M.; Plattner, B. Density-based vs. Proximity-based Anycast Routing for Mobile
Networks. In Proceedings of IEEE INFOCOM 2006, Barcelona, Spain, 23–29 April 2006.

21. Baumann, R.; Heimlicher, S.; Lenders, V.; May, M. HEAT: Scalable Routing in Wireless Mesh
Networks Using Temperature Fields. In Proceedings of the IEEE International Symposium on a
World of Wireless, Mobile and Multimedia Networks, Espoo, Finland, 18–21 June 2007; pp. 1-9.

c© 2011 by the authors; licensee MDPI, Basel, Switzerland. This article is an open access article
distributed under the terms and conditions of the Creative Commons Attribution license
(http://creativecommons.org/licenses/by/3.0/.)


	Introduction
	Motivation
	Preliminaries
	Local Maxima Problem
	Temperature Calculation in Practice
	Distribution Function and Conductivity Value
	Mapping of Thermal Conductivity to Residual Energy of Node


	Protocol Design
	Discovery and Forwarding Phases
	Poisoning of Weak Nodes


	Results and Evaluation
	Study on the Protocol Performance
	Comparative Evaluation
	Results of Comparative Evaluation
	Discussion

	Related Work
	Routing in Mobile Sensor Networks
	Theory of Thermal Fields in Wireless Networks

	Conclusions

