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Abstract

:

Underwater acoustic technology is an important means of detecting the ocean. Due to the complex influence of the marine environment, there is a lot of noise and baseline drift in the signals collected by hydrophones. In order to solve this problem, this paper proposes a denoising and baseline drift removal algorithm for MEMS vector hydrophone based on whale-optimized variational mode decomposition (VMD) and correlation coefficient (CC). Firstly, the power spectrum entropy (PSE), which reflects the variation characteristics of the signal frequency is selected as the fitness function of the whale-optimization algorithm to find the parameters (K,α) of the VMD. It is easier to find the global optimal solution of the parameters by combining the whale-optimization algorithm. Then, using the VMD algorithm after obtaining the parameters, the original signal is decomposed to obtain the intrinsic mode functions (IMFs), and calculating the correlation coefficients (CCs) between the IMFs and the original signal. Finally, the CC threshold is used to remove the noise IMFs, and the rest of the useful IMFs are reconstructed to complete the denoising and baseline drift removal process of the original signals. In the simulation experiments, the algorithm proposed in this paper shows better performance by comparing conventional digital signal-processing methods and the related algorithms proposed recently. Applied in the experiments of a MEMS hydrophone, the effectiveness of the proposed algorithm is also verified. This algorithm can provide new ideas for signal denoising and baseline drift removal.
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1. Introduction


Most areas of the Earth are covered by the ocean. With the increasing range of human activities, the impact of the marine environment on people’s living environment is increasing. The protection and development of the ocean has also received increasing attention [1,2]. People often use underwater acoustic, optical, electromagnetic and magnetic induction technologies to detect the ocean. Underwater acoustic technology has always been a research hotspot because of its long transmission ranges [3]. A hydrophone is an important tool for collecting underwater acoustic signals. The quality of underwater acoustic signals directly affects the detection accuracy of the seabed environment and target organisms [4,5]. Affected by wind waves, fish schools, and ship navigation, the signals collected by hydrophones inevitably contain baseline drift noise, which brings great difficulties to the extraction, identification and tracking of target signals [6]. Therefore, denoising and baseline drift removal have very important research significance, and they are also the important step for hydrophones to realize their functions.



The marine environment is complex and variable, and underwater acoustic signals often have the characteristics of strong randomness and noises, which creates great difficulties in dealing with underwater acoustic signals using conventional digital signal-processing methods. Fast Fourier transform is widely used because of its small computation, but it is prone to spectrum aliasing when analyzing continuous signals [7]. The filter algorithm selects the appropriate filter function according to the spectral feature distribution of the wanted signal and the noise signal, while the spectral feature distribution of the useful signal and the noise signal in the complex underwater acoustic environment tends to exhibit great randomness, which is difficult to predict in advance [8]. Wavelet analysis is one of the most commonly used methods for processing signals. It is widely used in machinery [9], medical [10], marine technology [11,12] and other fields. Wavelet analysis needs to select the wavelet basis function and decomposition level in advance when processing signals. Processing signals of different characteristics often get different results and are difficult to be widely applied.



By contrast with the wavelet analysis method, Hilbert Huang et al. proposed an adaptive signal processing method, empirical mode decomposition (EMD), for solving non-linear non-stationary time series analysis in 1998, which will perform signal decomposition according to the characteristic time scale of the signal itself. There is no need to set the basis function, but modal aliasing is prone to occur during signal decomposition with EMD [13]; EEMD and CEEMD have improved this defect [14,15]. EEMD eliminates modal aliasing by adding white noise, but there is no guarantee that the white noise introduced can be completely eliminated during the decomposition process. Although CEEMD uses positive and negative relative white noise, the number of intrinsic mode functions (IMF) obtained by each decomposition is different, resulting in randomness of signal decomposition results.



In 2014, Dominique Zosso et al. proposed a completely non-recursive variational mode decomposition model [16]. Compared with EMD and its improved algorithm, variational mode decomposition (VMD) has solid theoretical derivation and stronger robustness for data sampling and noise. However, the key step in the decomposition algorithm is to find the appropriate parameters K and α, where K is the number of intrinsic mode functions, and α is the penalty factor, which affects the decomposition precision of IMFs. Li et al. combined new permutation entropy (NPE) with VMD methods to denoising and feature extraction of ship-radiated noise [17]; [18] achieves denoising of ship noise by performing twice the VMD decompositions on ship noise. However, in these two literatures, the signals are decomposed by VMD to obtain the number of IMFs equal to the number of IMFs whose signals are decomposed by EMD, and α is selected empirically, which makes the above decomposition methods highly subjective. Many scholars have paid attention to the importance of K and α. They use the algorithms such as the grasshopper optimization algorithm [19], fruit fly optimization algorithm [20], permutation entropy [21] and spectral peak search [22] to adaptively search for K or α parameters of VMD. Yan et al. and Wang et al. used agenetic algorithm and multi-objective particle swarm optimization algorithm to find the best K and α in VMD to solve the problem of composite fault of rotating machinery and fault diagnosis of a gearbox [23,24]. However, they only consider the influence of these two parameters on the intrinsic mode function, but ignore the correlation between the intrinsic mode function and the original signal, which may cause the signal to lose some important information in the denoising process. At the same time, the above literature does not pay attention to the solution to the signal baseline drift.



Methods of baseline drift removal are mostly found in the literature on ECG signal processing [25]. The least square fitting and Savitzky-Golay smoothing filter are the most commonly used methods in digital signal processing to remove the baseline drift. However, these two methods have no effect on the denoising of signal details, and further denoising needs to be combined with other methods [26,27]. Verma et al. uses empirical wavelet transform to remove baseline drift noise [28]; Sanyal et al. eliminated baseline wander based on a smooth wavelet tight frame with vanishing moments [29]; Sheetal et al. combines a hybrid derivative and MaMeMi filter to remove baseline drift [30]; Kim et al. semi-real-time removal of baseline fluctuations in ECG signals using an infinite impulse response low-pass filter [31]; These methods require artificial selection of appropriate wavelet basis functions or filter functions, which are subjective and easily lead to signal distortion. In an article presented at the 7th international symposium on sensor science [32], the empirical mode decomposition is used to decompose the signal into intrinsic mode functions and their residual steady-state quantities. The residual steady-state quantity generally reflects the trend term of the signal. Removing this trend term can eliminate the baseline drift, but the effect of this method is generally affected by its decomposition accuracy.



In this paper, we propose a denoising and baseline drift removal algorithm for a MEMS vector hydrophone based on whale-optimized VMD and correlation coefficient. Firstly, the power spectrum entropy which can reflect the signal complexity is selected as the fitness function [33], and the K and α parameters in the VMD are searched for by the whale-optimization algorithm [34]. Then, the original signal is decomposed by the parameter-optimized VMD to obtain IMFs, calculating the correlation coefficients (CCs) of the IMFs and the original signal, and obtaining noise IMFs and useful signal IMFs by setting a threshold. Finally, we reconstruct the useful IMFs to achieve the purpose of denoising and baseline drift removal. In the simulation experiments of signals with different characteristics, compared with conventional digital signal-processing methods and related algorithms proposed recently, the proposed algorithm in this paper has significant effects on signal denoising and baseline drift removal, especially in a strong noise environment, and the signal-to-noise ratio is increased by more than 90%. At the same time, this paper analyzes the advantages of a whale-optimization algorithm (WOA) in finding VMD parameters and the principle of baseline drift removal. Applied in the experiments of MEMS hydrophone, the proposed algorithm achieves good effectiveness in denoising and baseline drift removal.



The rest of the article is organized as follows: in the second part, the theoretical basis of VMD, whale-optimization algorithm, power spectrum entropy and correlation coefficient are introduced. The specific steps of the proposed algorithm are introduced in the third part. In the fourth part, the proposed algorithm was simulated and compared with other algorithms. The application in MEMS hydrophones of the proposed algorithm and the conclusions are in Parts 5 and Parts 6, respectively.




2. Theoretical Basis


2.1. Variational Mode Decomposition (VMD)


VMD is a completely non-recursive variational model decomposition model whose purpose is to decompose the original signal into intrinsic mode functions (IMFs) with fixed bandwidth and center frequency. The decomposition process of the original signal is actually the solution process of constructing the variational function problem.



The definition of the intrinsic mode function is as follows:


   u k  ( t ) =  A k  ( t ) cos (  ϕ k  ( t ) )  



(1)




where    u k  ( t )   represents the intrinsic mode function (IMF),    A k  ( t )   represents the envelope of the IMF;    ϕ k  ( t )   represents the phase, which is a non-attenuating function, and  t  represents time.



Then, the bandwidth of the IMF is estimated by demodulation, and the constraint variation model is given as follows:


        min   {  u k  } , {  ω k  }    {    ∑ k      ‖   ∂ t   [   (  δ ( t ) +  j  π t    )  ∗  u k  ( t )  ]   e  − j  ω k  t    ‖   2 2     }        s . t .   ∑ k    u k    = x ( t )      



(2)




where   {  u k  } = {  u 1  , ⋯ ,  u K  }   and   {  ω k  } = {  ω 1  , ⋯ ,  ω K  }   represent IMFs and their center frequencies, respectively; K represents the number of IMFs,   x ( t )   represents the original signal.



In order to solve the optimal solution problem of (2), the algorithm introduces Lagrangian multiplier  λ  and penalty factor  α . The augmented Lagrangian function is defined as follows:


  L  (  {  u k  } , {  ω k  } , λ  )  = α     ∑ k    ‖   ∂ t   [   (  δ ( t ) +  j  π t    )  ∗  u k  ( t )  ]   e  − j  ω k  t    ‖     2 2  +    ‖  f  ( t )  −   ∑ k    u k   ( t )     ‖   2 2  +  〈  λ  ( t )  , f  ( t )  −   ∑ k    u k   ( t )     〉   



(3)







Finally, the optimal solution of the constrained variational model is solved by the alternating direction multiplier method (ADMM), and    u k   ,    ω k    and  λ  are updated in the frequency domain. The update formula is as follows:


    u ^  k  n + 1   ( ω ) =    f ^  ( ω ) −    ∑  i < k     u ^  i  n + 1   ( ω ) −    ∑  i > k     u ^  i n  ( ω ) +     λ ^  n  ( ω )  2        1 + 2 α   ( ω −  ω k n  )  2     



(4)






   ω k  n + 1   =      ∫ 0 ∞   ω    |    u ^  k  n + 1   ( ω )  |   2  d ω         ∫ 0 ∞      |    u ^  k  n + 1   ( ω )  |   2  d ω       



(5)






    λ ^   n + 1   ( ω ) =   λ ^  n  ( ω ) + τ  (   f ^  ( ω ) −   ∑ k     u ^  k  n + 1   ( ω )    )   



(6)




the termination conditions are as follows:


       ∑ k       ‖    u ^  k  n + 1   −   u ^  k n   ‖   2 2   /   ‖    u ^  k n   ‖       2 2  < ε  



(7)




where  ε  represents convergence accuracy, and the specific steps of the VMD algorithm are as follows:




	Step 1:

	
Initialize the parameters, set   {   u ^   k  1  }  ,   {  ω  k  1  }  ,     λ ^  1    and  n  to 0;




	Step 2:

	
Update the values of   {   u ^   k    n + 1    }  ,   {  ω  k    n + 1    }  , and     λ ^    n + 1      according to Formulas (4)–(6);




	Step 3:

	
Determine whether the termination condition (7) is satisfied, and repeat step 2 until Formula (7) is satisfied.










2.2. Whale-Optimization Algorithm (WOA)


In 2016, Mirjalili and Lewis proposed a new meta-heuristic optimization algorithm for simulating humpback whale hunting behavior called the whale-optimization algorithm (WOA). The algorithm is inspired by the humpback whale’s bubble net foraging behavior [35]. The humpback whale first creates a large number of spiral bubbles around the prey to surround them and then hunted. During the predation process, humpback whales have two predation strategies, one is to reduce the surrounding mechanism, and the other is the spiral update position strategy. In each predation, these two strategies are used simultaneously. To simulate these two strategies, the whale-optimization algorithm introduces a random selection probability   p ( p ∈  [  0 , 1  ]  )  . When   p ≥ 0.5  , the humpback whale uses the spiral update position strategy to prey; when   p < 0.5  , the humpback whales prey on the strategy of the shrinking encircling mechanism. In the strategy of the shrinking encircling mechanism, the whales randomly search for the prey according to the position of each other. In order to reflect this randomness in the algorithm, the algorithm introduces the coefficient vector    A →   . A random search agent is chosen when    |   A →   |  > 1  , while the best solution is selected when    |   A →   |  < 1   for updating the position of the search agents. Because it has multiple search strategies, it is easier to find the global optimal solution, which has a strong advantage compared with the traditional optimization algorithm [36,37]. The important mathematical model of the algorithm is as follows:


   D →  =  |   C →  .    X ∗   →  ( t ) −  X →  ( t )  |   



(8)




where  t  represents the current number of iterations,    X →   ,    X ∗    represent the position vector and the position vector of the best solution obtained so far respectively;    C →    is the coefficient vector, and    D →    is the search distance.



The definition of a random search agent:


   X →  ( t + 1 ) =    X  r a n d    →  −  A →  .  D →   



(9)




where      X  r a n d    →    is the random position vector (a random whale) selected from the current population,    A →    is the coefficient vector.



When the humpback whale uses the spiral updating position strategy to prey, its spiral equation is:


   X →  ( t + 1 ) =   D ′  →  ⋅  e  b l   ⋅ cos ( 2 π l ) +    X ∗   →  ( t )  



(10)




where     D ′  →  =  |     X ∗   →  ( t ) −  X →  ( t )  |    indicates the distance of the i-th whale to the prey (best solution obtained so far;  b  is a constant for defining the shape of the logarithmic spiral;  l  is a random number in [−1,1];  ⋅  is the multiplication of elements with elements.



The pseudo code of the whale-optimization algorithm is shown in Figure 1:




2.3. Power Spectrum Entropy (PSE)


Shannon, C. E. proposed the concept of information entropy in 1948, providing a theoretical basis for the quantitative description of uncertain information [38]. The power spectrum entropy (PSE) is an extension of the information entropy in the frequency domain, which can be used to describe the variation characteristics of the frequency. It can reflect the complexity of the signal frequency composition in chatter detection and gearbox fault diagnosis [24,33]. In order to reflect the complexity of each frequency component of the underwater acoustic signal, the power spectral entropy is selected as the fitness function of the whale-optimization algorithm, and the smaller the power spectral entropy, the stronger the signal sparsity, the more it can reflect the frequency distribution of the underwater acoustic signal.



The algorithm steps of power spectrum entropy are as follows:




	Step 1:

	
Calculation formula of the power spectrum of signal   x ( t )  :


  s ( f ) =  1  2 π L      |  x ( w )  |   2   



(11)




where  L  is the signal length and   x ( w )   is the Fourier transform of   x ( t )  ;




	Step 2:

	
Obtain the probability density function of the spectrum of all frequency components by normalization:


    P i  =   s (  f i  )     ∑  k = 1  N   s (  f k  )       ( i = 1 , 2 , 3 , ⋯ , N )   



(12)




where   s (  f i  )   is the spectral energy of frequency component    f i   ;    P i    is the corresponding probability density;  N  is the number of frequency components in the fast Fourier transform of the total probability density;




	Step 3:

	
The PSE value is defined as:


  H  = −    ∑  k = 1  N    P i  log  P i     



(13)














2.4. Correlation Coefficient (CC)


In order to remove the noise component after signal decomposition by VMD and maintain the correlation between the denoised signal and the original signal, a correlation coefficient function is introduced in this paper. The correlation coefficient makes the denoised signal contain the main features of the original signal. The definition of correlation coefficient is as follows:


  R =   E  [   u i  ( t ) . x ( t )  ]  − E  [   u i  ( t )  ]  E  [  x ( t )  ]      D  [   u i  ( t )  ]      D  [  x ( t )  ]       



(14)




where  R  represents the number of CCs between the IMFs and the original signal,   x ( t )   and    u i  ( t )   represent the original signal and the IMF, respectively, and E and D represent the expectation and variance in mathematics.





3. The Method Proposed in This Paper (WOA–VMD–CC)


Combining the above analysis and theoretical basis, a denoising and baseline drift removal algorithm for MEMS vector hydrophone based on whale-optimization VMD and correlation coefficient is proposed. The algorithm steps are as follows:



Step1: Aiming at the input signal, the whale-optimization algorithm (WOA) with the fitness function PSE is used to find the optimal parameters K (the number of intrinsic mode functions) and α (penalty factor) of the VMD algorithm; In this paper, the   ( K , α )   parameter pair is used as the position vector for the whale population in the WOA algorithm. According to the characteristics of general ocean noise, different types of noises show different frequency distribution characteristics, showing strong sparsity, so when the value of the PSE of each IMF is smaller, the effect obtained by the decomposition of the underwater acoustic signal is better. The process by which WOA optimizes the parameters   ( K , α )   of the VMD is finding a position vector that minimizes the power spectral entropy. This article sets   K ∈ [ 3 , 9 ] , α ∈ [ 1000 , 9000 ] , K , α ∈ Z  . At the same time, in order to make the WOA faster and more accurate to find the optimal parameter pair, this paper takes the population number    X i  = 10   and the maximum number of iterations   m I = 50  .



Step2: Using the optimal parameters K and α obtained in the first step to decompose the original signal by VMD and obtain IMFs.



Step 3: Calculate the CCs between each IMF and the original signal. In this paper, [18] set the threshold of CC to 0.2, the IMF, whose CC is smaller than the threshold is the noise IMF, and the IMF with CC greater than or equal to the threshold is the useful IMF;



Step 4: Reconstruct the useful IMFs to obtain the result of denoising and baseline drift removal of the original signal.



The algorithm flow proposed in this paper is shown in Figure 2.




4. Simulation


In order to verify the effectiveness and advantages of the proposed algorithm in denoising and baseline drift removal of underwater acoustic signals, through the analysis of the characteristics of underwater acoustic signal noise, this part will simulate the proposed algorithm through two sets of analog signals, and compared with conventional digital signal-processing methods and the related algorithm proposed in recent years. At the same time, in the simulation experiment 1, this paper analyzes the importance of the parameter   ( K , α )   selection of VMD and carries out experimental verification. In comparison with the related algorithms proposed recently, the comparison algorithm 1 is a ship noise denoising method (VMD–NPE) combining VMD and NPE [17]; and comparison algorithm 2 is a ship noise denoising algorithm combined with secondary variational mode decomposition and correlation coefficients (2VMD-CC) [18]. The parameters K and α of the VMD in these two algorithms are given by the number of IMFs of EMD and empirical values, respectively. Comparison algorithm 3 is a hydroacoustic signal denoising algorithm combining empirical mode decomposition and wavelet analysis (EMD-WT) [32]. In comparison with conventional digital signal-processing methods, comparison algorithm 4 combines least squares fitting with wavelet soft threshold to process the signal (LSF–WST), and comparison algorithm 5 combines the Savitzky–Golay smoothing filter with wavelet soft threshold to process the signal (SGSF–WST).



4.1. Simulation Experiment 1


Robert Urick et al. analyzed the noise of the marine environment and found that the source of the main noise is different in different sound frequency bands [39]. Therefore, it is necessary to analyze the denoising and baseline drift removal of mixed signals with different frequencies of noises. In the underwater acoustic mixed signal, the signal to be detected is the target signal, and the other signals are noise signals. To this end, in this section, the simulation signal  S  consists of the target signal  f  and other frequency signals    f 1  ,  f 2  ,  f 3    and the baseline drift signal    f 4    and 0.5 times the standard Gaussian white noise  n , as shown in Equation (15):


   {    f = 2 sin ( 2 π 500 t )      f 1  = 0.8 sin ( 2 π 5 t )      f 2  = 0.6 sin ( 2 π 100 t )      f 3  = 0.3 sin ( 2 π 2000 t )      f 4  = 1     n = 0.5 r a n d n ( t )     S = f +  f 1  +  f 2  +  f 3  +  f 4  + n      



(15)




where  f  is the target signal with a frequency of 500 Hz, and    f 1  ,  f 2  ,  f 3    are the signals with frequency of 5 Hz, 100 Hz, and 2000 Hz, respectively;    f 4    is the baseline drift signal and the sampling frequency is 1000 Hz. The waveforms of the target signal and the simulated signal are shown in Figure 3. The simulated signal contains obvious noises and baseline drift. The denoising results of different algorithms are shown in Figure 4. The denoising evaluation indexes of different algorithms are recorded in Table 1.



Denoising analysis: It can be seen from Figure 3 and Figure 4 that these algorithms have denoising effects on the simulated signals. The denoising results of VMD-NPE, 2VMD-CC and EMD-WT still have some amplitude oscillation, indicate that the components of their denoised signals are mixed. The waveforms denoised by LSF-WST and SGSF-WST are not only undulating, but also have many burr noises in the upper and lower parts. The amplitude of the signal denoised by the algorithm proposed in this paper is more stable, and its waveform is closer to the target signal. It can be seen from Table 1 that in SNR and root mean squared error (RMSE), the proposed algorithm is more advantageous than other algorithms, especially in terms of signal-to-noise ratio.



Baseline drift removal effect analysis: the algorithm in Figure 4a,c does not remove the baseline drift of the signal, and the 2VMD-CC, LSF-WST, SGSF-WST algorithms overall waveforms are in the middle position, but there are still waveform fluctuations; The waveform of the algorithm proposed in this paper is in the zero level, and there is no large fluctuation, which is closer to the target signal, and the effect of baseline drift removal is obvious.



In addition, VMD-NPE, 2VMD-CC and the proposed algorithm decompose the original signal through VMD firstly, and then perform denoising and baseline drift removal processing. Among them, the VMD-NPE algorithm is different from the other two algorithms in further processing, resulting in poor denoising and baseline drift removal; the 2VMD-CC algorithm and the algorithm proposed in this paper both use the threshold of CCs for further processing. Although 2VMD-CC has certain effect on baseline drift removal, the algorithm proposed in this paper has obvious advantages in denoising effect. It can be seen from Table 1 that the signal-to-noise ratio of the algorithm in this paper is much higher than the signal-to-noise ratio of 2VMD-CC. This shows that the selection of VMD parameters   ( K , α )   and further processing are very important for signal denoising and baseline drift removal. In order to illustrate the importance and advantages of the WOA algorithm in the process of searching VMD parameters in this paper, the decomposition process of VMD with different parameters was analyzed. The parameters of VMD in VMD-NPE and 2VMD-CC were selected using the parameter-searching method of WOA combined with PSE proposed in this paper, which are defined as WOA-VMD-NPE and WOA-2VMD-CC algorithms, respectively, and simulation experiments were carried out. VMD time-frequency diagrams with different parameters are shown in Figure 5. The denoising results of the WOA-VMD-NPE and WOA-2VMD-CC are shown in Figure 6. The denoising evaluation indexes of VMD-NPE, WOA-VMD-NPE, 2VMD-CC, WOA-2VMD-CC, and algorithm proposed in this paper are recorded in Table 2.



It can be seen from Figure 5 that the modal aliasing occurs when the parameter K of VMD is equal to the number of IMFs which are obtained by decomposing signals using EMD, and the parameter α is selected empirically. The VMD of the selected parameters of the algorithm in this paper decomposes the original signal into multiple frequency bands without aliasing. According to the simulation signal Formula (15), it can be seen that signals of multiple frequencies are decomposed, with a single frequency component and better decomposition effect. It can be seen from Figure 6 and Table 2 that the WOA-VMD-NPE makes some improvement to the denoising effect compared with the VMD-NPE, but the baseline drift still exists. Compared with 2VMD-CC, WOA-2VMD-CC makes a significant improvement in denoising and baseline drift removal, but the algorithm proposed in this paper is better on SNR and RMSE. It shows that the WOA-2VMD-CC has excessive denoising in the denoising process, and it is more cumbersome in the algorithm steps. The process of removing the baseline drift is actually the process of removing the baseline drift IMF, so whether the baseline drift component can be decomposed and removed effectively is the key to remove the baseline drift of the signal. The above analysis shows that using WOA to search the parameters of VMD can effectively improve the accuracy of VMD algorithm, and it is very important to improve performance for the signal denoising and baseline drift removal.




4.2. Simulation Experiment 2


Due to the influence of the marine environment and human activities, the noise intensity of the underwater acoustic signal is variable. To simulate this situation, the simulated signal  S  consists of the target signal  f  and the baseline drift signal    f 1    and Gaussian white noise of different decibels, as shown in (16):


   {    f = 2 cos ( 2 π 100 t ) ( s i n ( 2 π 5 t ) + 2 )      f 1  = 3     n = w h i t e   n o i s e   a t   d i f f e r e n t   d e c i b e l s     S = f +  f 1  + n      



(16)




where the target signal  f  is composed of an amplitude modulation signal, and the noise signals are Gaussian white noises of −10 db, −5 db, 0 db and 5 db, respectively, and the sampling frequency is 1000 Hz. Waveform diagrams of the target signal and the simulated signals are shown in Figure 7, The denoising results of VMD-NPE, 2VMD-CC, EMD-WT and WOA-VMD-CC are shown in Figure 8; Figure 9 shows the denoising results of LSF-WST and SGSF-WST; and the denoising evaluation indicators of various algorithms are recorded in Table 3.



It can be seen from Figure 7, Figure 8 and Figure 9 that in the environment where the noise decibel is −10 db, −5 db, 0 db, the denoising results of VMD-NPE, 2VMD-CC, EMD-WT, LSF-WAT and SGSF-WST are all distorted. From the trend of signal change, the signal denoised by the algorithm proposed in this paper reflects the characteristics of the target signal change better. In the 5 db noise environment, the signals denoised by VMD-NPE, EMD-WT, LSF-WAT and SGSF-WST are still distorted. 2VMD-CC has a certain denoising effect on the simulated signal, but there are many high-frequency noises in the upper and lower parts of the denoised signal. The denoised signal waveform of the algorithm proposed in this paper is smoother, and the denoising effect is better. It can be seen from Table 3 that the denoising performance of the algorithm proposed in this paper under different decibel noises is better than the other algorithms. In terms of baseline drift removal, it can be seen from Figure 8 that neither the VMD-NPE nor the EMD-WT algorithm solves the baseline drift problem. The stronger the noise, the worse the 2VMD-CC baseline drift removal effect. In the −10db noise environment, 2VMD-CC does not remove the baseline drift; The algorithm proposed in this paper removes the baseline drift in the different simulation experiments above. In Figure 9, the LSF-WAT and SGSF-WST algorithms remove baseline drift, but the signal denoising effect is poor. In addition, when removing baseline drift, conventional digital signal methods usually fit the trend term from the low-frequency component of the signal, and then remove the trend term from the original signal to achieve the purpose of removing baseline drift. In the ocean, the useful underwater acoustic signal usually has the characteristics of low frequency, and it is easy to lose the useful information by using the conventional digital signal-processing method. By decomposing the underwater acoustic signal accurately, the denoising and baseline drift removal process retains more useful information. In order to verify the above reasoning, this paper carried out the following experiment. The simulation signal is shown in Equation (16), and the Gaussian white noise is 5 db. First, the simulated signal removes baseline drift by least squares fitting and Savitzky–Golay smoothing filter respectively. Then, we use the algorithm proposed in this paper for denoising. The verification algorithms are respectively recorded as LSF-WOA-VMD-CC and SGSF-WOA-VMD-CC. Different denoising evaluation indexes of different algorithms are recorded in Table 4.



As can be seen from Table 4, the proposed algorithm in this paper is better than LSF-WOA-VMD-CC and SGSF-WOA-VMD-CC. Combined with the above simulation results, the proposed algorithm is better than the other algorithm in denoising and baseline drift removal.





5. Application in the Experiments of MEMS Hydrophone


In order to verify the application effect of the proposed algorithm in practical work, it is applied to the experiments of hydroacoustic signal processing of MEMS vector hydrophone.



5.1. MEMS Vector Hydrophone and Signal Acquisition


The hydrophone used in the experiments is a MEMS vector hydrophone produced by North University of China [40]. The basic structure of the hydrophone is shown in Figure 10. The cilia vibration caused by sound wave propagation produces the stress, which deforms the root of the cross beam micro-structure. The resistance of the varistor integrated at the root of the cross beam is changed. Then the resistance change of X-axis, Y-axis are transferred to voltages, and measured by Wheatstone bridge. Following the principle, the underwater sound signal is converted into the electrical signal.



The procedure of collecting the underwater acoustic signal is shown in Figure 11. At two meters above the water level, the hydrophone array consists of five vertically distributed hydrophones, named from the top to the bottom of the hydrophone 1–5. The sound source is located at a distance of 100 m. Each experiment transmits a signal of a frequency, and the hydrophone is sampled at a frequency of 10 kHz.




5.2. Denoising and Baseline Drift Removal Experiments for MEMS Vector Hydrophones


The signals of different frequencies with the baseline drift that occurred in the experiment were selected, and the algorithm proposed in this paper was used for denoising and baseline drift removal. The signal with 1000 sampling points were randomly selected for the denoising and baseline drift removal experiments in this work. The processing results of signals of different frequencies are shown in Figure 12.



As can be seen from Figure 12a, the frequency of the input signal is 315 Hz, and it has an upward baseline drift and contains a few high frequency noises. In Figure 12b, the input signal at 500 Hz has a baseline drift to the upper right, a lot of strong high-frequency noises cause serious distortion of the signal. In Figure 12c, the frequency of the input signal is 800 Hz, and the baseline of the input signal is largely deviated from the zero level; high-frequency noise causes irregular changes in the amplitude of the input signal.



These input signals are processed by the algorithm proposed in this paper; the baseline of each denoised signal has been effectively corrected to the zero level, and the baseline drift for different trends have been removed. In terms of denoising effect, the noise of all input signals is effectively removed. The input signal with a frequency of 315 Hz has a few high-frequency noises, the signal waveform after denoising is smoother, and the denoising effect is the best. After denoising the input signals with frequencies of 500 Hz and 800 Hz, the amplitude of the denoising signal is stable, which retains the basic characteristics of the sound source signal. It can be seen from the spectrograms that the high-frequency noises are effectively removed and the energy of denoised signals are not reduced.



In summary, in the application experiments of a MEMS hydrophone, the algorithm proposed in this paper can effectively denoise and remove baseline drift of hydroacoustic signals in different frequency ranges and noise intensity. It can provide ideas for denoising and baseline drift removal of underwater acoustic signals, and can also provide technical support for the application of hydrophones in practical engineering.





6. Conclusions


In order to solve the problem of signal distortion and baseline drift caused by noise, this paper proposes a denoising and baseline drift removal algorithm for a MEMS vector hydrophone based on whale-optimized VMD and CC. Through a lot of experiments and analysis, the proposed algorithm demonstrates a good effect in denoising and baseline drift removal. The superiority and contribution of the algorithm are as follows:




	(1)

	
In many literatures, the parameters of VMD are selected by empirical method. In this paper, the whale-optimization algorithm is used to optimize the parameters   ( K , α )   of the VMD. While taking into account the mutual influence between the two parameters, it is easier to find the global optimal solution, which provides an idea for adaptively searching for the parameters of the VMD.




	(2)

	
Power spectrum entropy (PSE) can reflect the variation characteristics of the frequency in the signal. In the whale-optimization algorithm, PSE is used as the fitness function, and it is easier to find the optimal parameters   ( K , α )  , which can improve the accuracy of signal decomposition. There is no modal aliasing when decomposing the signal using the algorithm proposed in this paper.




	(3)

	
This paper calculates the CCs of the IMFs and the original signal, and denoises the signal by setting the CC threshold. The correlation between the denoised signal and the original signal is fully considered, so that the denoised signal retains more important information of the original signal.




	(4)

	
Conventional digital signal-processing methods tend to lose useful information when removing baseline drift. The algorithm in this paper has a good performance for baseline drift removal of signals with different characteristics. At the same time, more useful information is retained.




	(5)

	
Compared with conventional digital signal-processing methods and other related algorithms proposed recently, the denoising effect of this algorithm is better.
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Figure 1. Pseudo code of the whale-optimization algorithm (WOA) algorithm. 
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Figure 2. The algorithm proposed in this paper. 
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Figure 3. (a) target signal; (b) simulation signal. 
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Figure 4. The denoising results of different algorithms. (a) variational mode decomposition-new permutation entropy (VMD-NPE); (b) 2VMD-correlation coefficient (CC); (c) empirical mode decomposition and wavelet analysis (EMD-WT); (d) WOA-VMD-CC; (e) least squares fitting with wavelet soft threshold (LSF-WST); (f) Savitzky–Golay smoothing filter (SGFT)-WST. 
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Figure 5. VMD time-frequency diagram with different parameters. (a) K is equal to the decomposition level by EMD, α is the empirical value of 2000. (b) Parameters obtained by WOA, K is 7, α is 6240. 
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Figure 6. The denoising results of WOA-VMD-NPE and WOA-2VMD-CC. (a) WOA-VMD-NPE; (b) WOA-2VMD-CC. 
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Figure 7. Target signal and simulated signal. 
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Figure 8. Denoising results of different algorithms under different decibel noises. (a) −10 db noise; (b) −5 db noise; (c) 0 db noise; (d) 5 db noise. 
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Figure 9. Denoising and baseline drift removal results of traditional digital signal processing methods in different noise intensity environments. (a) LSF-WST; (b) SGSF-WST. 
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Figure 10. The basic structure of the hydrophone. 
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Figure 11. The procedure of collecting the underwater acoustic signal. 
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Figure 12. Processing results of different measured signals. (a) sound source frequency 315 Hz; (b) sound source frequency 500 Hz; (c) sound source frequency 800 Hz. 
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Table 1. Denoising evaluation indexes of different algorithms.
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	Index
	Input Signal
	VMD-NPE
	2VMD-CC
	EMD-WT
	WOA-VMD-CC
	LSF-WST
	SGSF-WST





	SNR
	5.8810
	9.3281
	9.4184
	7.8212
	18.5693
	8.5445
	8.5935



	RMSE
	1.6560
	1.5796
	0.4782
	1.6382
	0.1667
	0.5288
	0.5030
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Table 2. Denoising evaluation indexes of VMD-NPE, WOA-VMD-NPE, 2VMD-CC, WOA-2VMD-CC and WOA-VMD-CC.






Table 2. Denoising evaluation indexes of VMD-NPE, WOA-VMD-NPE, 2VMD-CC, WOA-2VMD-CC and WOA-VMD-CC.





	Index
	VMD-NPE
	WOA-VMD-NPE
	2VMD-CC
	WOA-2VMD-CC
	WOA-VMD-CC





	SNR
	9.3281
	10.7579
	9.4184
	17.0467
	18.5693



	RMSE
	1.5796
	1.5480
	0.4782
	0.1987
	0.1667
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Table 3. Different denoising evaluation indexes of different algorithms under different decibel noises.
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Noise

	
Index

	
Input Signal

	
VMD-NPE

	
2VMD-CC

	
EMD-WT

	
WOA-VMD-CC

	
LSF-WST

	
SGSF-WST






	
−10 db

	
SNR

	
−12.9540

	
−5.4163

	
−8.3212

	
−6.1719

	
1.3264

	
−7.1079

	
−7.9754




	
RMSE

	
13.6503

	
6.0592

	
8.3504

	
6.7044

	
2.5752

	
6.8001

	
7.5148




	
−5 db

	
SNR

	
−7.9970

	
−1.6381

	
−2.5925

	
−1.9593

	
5.8786

	
−1.4992

	
−2.6494




	
RMSE

	
8.0206

	
4.5489

	
4.0434

	
4.7587

	
1.5247

	
3.5635

	
4.0707




	
0 db

	
SNR

	
−2.9637

	
3.2030

	
1.9962

	
1.6200

	
12.3969

	
2.0547

	
2.0923




	
RMSE

	
5.1673

	
3.6328

	
2.3840

	
3.8343

	
0.7199

	
2.3680

	
2.3585




	
5 db

	
SNR

	
2.0469

	
8.7231

	
11.0416

	
4.9440

	
15.1702

	
6.1727

	
6.4195




	
RMSE

	
3.8618

	
3.2409

	
0.8415

	
3.4430

	
0.5231

	
1.4740

	
1.4328
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Table 4. Different denoising evaluation indexes of LSF-WOA-VMD-CC, SGSF-WOA-VMD-CC and WOA-VMD-CC.
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Noise

	
Index

	
Input Signal

	
LSF-WOA-VMD-CC

	
SGSF-WOA-VMD-CC

	
WOA-VMD-CC






	
5db

	
SNR

	
2.0469

	
11.5326

	
13.3392

	
15.1702




	
RMSE

	
3.8618

	
0.7952

	
0.6459

	
0.5231












© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).






media/file8.jpg





media/file27.png
-3
x 10

Amplitude(mV)

Amplitude(mV)

[ [ I [ 2 [ [ [ [
1.5- <——800Hz s
1 - —
05+ /Noise frequency -
1 1 1 i 0 ,\,«J\AM A MJL/MM ﬂ A 1 A 1 1
200 400 600 800 1000 0 1000 2000 3000 4000 5000
Input signal Snapshots Input signal frequency (Hz)
T T T T 2 X 10-3 T T T T
1.5 <—800H=z -
1 - .
i 0.5r y
I I I I 0 .fJWH I I I
200 400 600 800 1000 0 1000 2000 4000 5000
Denoising signal Snapshots Denoising signal frequency (Hz)

(c)





media/file13.png
Amplitude Amplitude Amplitude Amplitude

Amplitude

| y
| | | | | | | | |
100 200 300 400 500 600 700 800 900 1000
Target signal
1
| b
j
| | | | | | | | |
100 200 300 400 500 600 700 800 900 1000
-10db
| | | 1 1 1 1 | |
I f
' i
| | | | | | | | |
100 200 300 400 500 600 700 800 900 1000
-5db
1
I
|
| | | | | | | | |
100 200 300 400 500 600 700 800 900 1000
0db
|
| | | | | | | | |
100 200 300 400 500 600 700 800 900 1000
5db Snapshots





media/file26.png
Amplitude(mV)

Amplitude(mV)

Amplitude(mV)

Amplitude(mV)

10 10
6 257
2 [ -
4 <—315Hz
1.5r 7
2 [ !
1 . —
0- i Noise frequency
0.5~ 7
-2 | | | 0 [VJ JI I AT AR ,K Andea L L N L
0 200 400 . 600 800 1000 0 1000 2000 3000 4000 5000
Input signal Snapshots Input signal frequency (Hz)
-3 -3
10
3 X 95X 10
2r . 2l |
<—315Hz
1
1.5r 7
0
1 L -
-1
2+ 4 0.5r- 7
-3 L L L 0 | | L L
0 200 400 600 800 1000 0 1000 2000 3000 4000 5000
Denoising signal Snapshots Denoising signal frequency (Hz)
(a)
10° 10"
2 X t t 8 X T \ \
<«——500Hz
1- m— 6r -
0 J\H )l :
) ! ! ! ! 0 W ! s NN AP s it A A
0 200 400 600 800 1000 0 1000 2000 3000 4000 5000
s Input signal Snapshots \ Input signal frequency (HZ)
1% 10 | | g X 10 | | | |
<——500Hz
0.5 : 6r i
0 4r ]
-0.5 7 2- 7
_1 [ [ | | 0 [ | | |
0 200 400 600 800 1000 0 1000 2000 3000 4000 5000
Denoising signal Snapshots Denoising signal frequency (Hz)

(b)





media/file12.jpg
i
o

(il
\‘Mm

&)

w0 w
Targetsignat

1000

s

uw ww»w lf" e \WMW Mw MM« «WW

.,wmww.wwwwm»mwwww:»wmwwwmv

&

H
%
i o vwwm sl www‘qm» il

]

0
»

alkifroneesil 'ww«w,,, wv«vwwm’ A‘;.',W»\wwmu'«rmwv

Ty E T
i

W0 a0 a0 w0 0 0 0 w0 en oo
3 Snapshots





media/file18.jpg
im»mw/.mwwmmw H WWM]WW WMWWM






media/file9.png
187 154 Fh I8 Fa RENE] 183 1% F2 1% Fi

I Fd

[RA N

IMF1

B B o P

IME2

B e

IMF3

IMES IMF4
BB B e B_

I MF&

I MF7

cI-'l

o

[

=]

nl 1 ] ] 1
ﬂﬂél‘ 1 1 1 .IJ.J-'\“J'.-"-H-'\- L -|
0 1000 2000 3000 5000
0.4 . .
1 ]
0 1000 2000 3000 5000
M | ] 1
u. ; |- [ L L -I
0 1000 2000 3000 5000
ﬂl'! 1 1 1
u‘% } ]I_ [ L L -I
0 1000 2000 3000 5000
n 3 1 ] 1
G | N ]— [ 1 1 |
0 1000 2000 3000 5000
L ] 1 1
n‘é |- I 1 | 1 i
0 1000 2000 3000 5000
ﬂl4 | ] 1
ﬂ‘% |- I [ L [ -I
0 1000 2000 3000 5000
ul'! ] 1 1
u‘% } [ L L -I
) 1000 2000 3000 5000
uli ] 1 1
0 . . . ]
0 1000 200 3000 5000
Frequenc_l;'{[-lzl-
u I 1 L9 1
oIe -
Gﬂ T 2000 SO0 SO0
u I 1 LY 1 L
ﬁﬂ T 200 SO SO0
ol T .. -
L)) ‘.‘hﬂ
uﬂ 100 200D 00 SO0
n& ] L 1 L
ant ‘J-:—zmm iz
Gﬂ 100 200D 00 SO0
ﬂ I 1 L 1 L
o0 A
uﬂ 100 200D 00 SO0
2 T T r
1l l‘i_w Hz
Gﬂ 1000 200D SE00 SO0
ﬂ& 1 LS 1 L
SHy—= Hk'l_'ll.mﬂ iz
Gﬂ . 1000 2000 00 3

(b

Fre quenc v He)





media/file14.jpg
} .}npwwmwwmmwm‘wﬁw

| [P ———

%_’-W»«m«wwwm %'-wwﬂawmww««w






media/file20.jpg





media/file23.png
float float

“ 100m b A horizontal plane

2m 2m

((. sound source

Hydrophone array






media/file5.png
Amplitude

-2

4

-6

200

400

(a)

600

800

1000
Snapshots

Amplitude

200

400

(b)

600

800

1000
Snapshots





media/file19.png
Amplitude Amplitude Amplitude

Amplitude

N
(=)

T T T T T T T
20~ B
ol
)
20L _
40 [ [ [ [ | [ | | |
0 100 200 300 400 500 600 700 800 900 1000
-10dB
20
Enhd T T T T T T
10+~
o ll
10+~
20 [ L L [ [ L | | |
0 100 200 300 400 500 600 700 800 900 1000
-5dB
20
Enhd T T T T T T T
10+ -
O i
0L n
20 L L L L 1 L \ \ I
0 100 200 300 400 500 600 700 800 900 1000
0dB
10
bhd T T T T T T T
i |
i ll
5 \
10 L L L L L L L \ \
0 100 200 300 400 500 600 700 800 900 1000
5dB Snapshots

(a)

Amplitude Amplitude Amplitude

Amplitude

N
(=]

T T T T T T
0 ’\ iy
20 *
40 \ \ \ 1 I I 1 1 1
0 100 200 300 400 500 600 700 800 900 1000
-10dB
20
Enhd T T T T T T
10 s
0f
|
10 *
20 \ \ \ 1 I I 1 1 1
0 100 200 300 400 500 600 700 800 900 1000
-5dB
20
pAY) T T T T T T
10+
0 y ‘
10+
20 \ \ \ I I I I I I
0 100 200 300 400 500 600 700 800 900 1000
0dB
10
bhd T T T T T T
i
I
o
5 \
10 | | | | i i | | |
0 100 200 300 400 500 600 700 800 900 1000
5dB Snapshots

(b)





media/file15.jpg
i "WMM&WMWW’WNW\'M{ i WWMWM“MWWWWWW

i wmwwmww«ww »ﬁm MW memm

| Tt WW%MM www«»mwwwmﬁ

*'a o w0 w0 w R e w0 w e

{ Tl | i

e e w0 e a o w

@





media/file2.jpg





nav.xhtml


  sensors-19-04622


  
    		
      sensors-19-04622
    


  




  





media/file11.png
Amplitude

200 400

(@)

600

800

1000
Snapshots

Amplitude

200 400 600

(b)

800

1000
Snapshots





media/file6.jpg
uuuuuu

pnnduy





media/file24.jpg
[ ol Denosng gm0

il /! ‘ I ‘w‘ r
et '«w,,;“m'm‘w i |






media/file1.png
Initialize the whale population X, (i=1,2,---,n)
Calculate the fitness function value

Randomly select the search agent X
while t =1 and t < maximum iterations
for each search agent
Updatea, A, C, I, and p
ifl (p<0.5)
ifz (|4 <D
Update the position of the current search agent by the Equation (8)
else if2 (|A| >1)
Update the position of the current search agent by the Equation (9)
end if2
elseifl (p=0.5)
Update the position of the current search by the Equation (10)
end ifl
end for
Check if any search agent goes beyond the search space or else amend it
Calculate the fitness function value
Update X if it is better
t=t+1
end while

£ 3
return X






media/file16.png
1
=

Amplitude

Amplitude

Amplitude

Amplitude

T T T T T T T T T 50 T T T T T T T T T
U
]
0 i £ o
a ]
g
<
50 | L [ | L [ | L [ _50 [ | L [ L L | L [
0 100 200 300 400 500 600 700 800 900 1000 0 100 200 300 400 500 600 700 800 900 1000
VMD-NPE VMD-NPE
50 T T T T T T T T T 20 T T T T T T T T T
U
o
B
Of 7 = 0
& U !
g
<
50 | | | | | | | | | -20 | | I I | | | | I
0 100 200 300 400 500 600 700 800 900 1000 0 100 200 300 400 500 600 700 800 900 1000
2VMD-CC 2VMD-CC
50 \ T T T T \ T T T 20 T T \ T T \ T T I
U
]
£
0 = 0
g
<
50 I I | I I I I | I =20 | | L I | | I | I
0 100 200 300 400 500 600 700 800 900 1000 0 100 200 300 400 500 600 700 800 900 1000
EMD-WT EMD-WT
20 T T T T T T T T T 10 T T I T { T T T
U
o
I E 0 f
e i
g
<
20 [ [ 1 [ [ 1 [ [ [ _10 [ [ | [ [ [ | [ [
100 200 300 400 500 600 700 800 900 1000 0 100 200 300 400 500 600 700 800 900 1000

(a) (b)





media/file10.jpg
Wi )gw}

Wﬂ. fwfwwnfM

Hi MW' i “‘F‘M I Il






media/file7.png
0000000

000000000000000000000000
ssssssssssssssssss

SSSSSSSSSSSSSSSSSS





media/file25.jpg





media/file3.png
N
Save X*

Initialize the whales
t=t+12ml
Y
Results

Y
| Update X* |

[ population X; J
Calculate the PSE value
v
I Initialize =1 ‘
v
Randomly select initial [<
position X* and p

the PSE ue, decide if it's
better

p -::0.5(

m Tk _ g | 4B
150 (03| [g] —L[E] (3] 013 |3
AR R IE R
it itk il It it i 1
| B m.mmm gl |3 HETIRREHE 53| |
LINE I SEE — | wmm i3 |
B 1 e e R LN 1
& i 5 e |





media/file22.jpg
float float

« 10om A horizontal plane

2m 2m

sound source

Hydrophone array





media/file17.png
Amplitude Amplitude Amplitude

Amplitude

20 T T T T T T
7]
=t
2
0 )
=
<
_20 1 | 1 | 1 | | 1 |
100 200 300 400 500 600 700 800 900 1000
VMD-NPE
20 T T I T I T
7]
=t
| B
0 ¥ ‘_Q'_'
=
<
_20 | | | [ | [ | | |
100 200 300 400 500 600 700 800 900 1000
2VMD-CC
20 T T T T T T T
7]
=t
y 2
0 ' =
=
<
_20 1 | 1 | | 1 | 1 |
100 200 300 400 500 600 700 800 900 1000
EMD-WT
10 T T T T T T T
7]
=t
| | E
0 ' o
=
<
_10 1 | 1 | | 1 | 1 |
0 100 200 300 400 500 600 700 800 900 1000
WOA-VMD-CC Snapshots

(c)

N
(=]

o)

_20 1 L 1 L 1 [ 1 L 1

0 100 200 300 400 500 600 700 800 900 1000
VMD-NPE

10 [ [ [ [ [ [ [ [ [

0] !'

_10 | [ [ [ [ [ [ [ [

0 100 200 300 400 500 600 700 800 900 1000
2VMD-CC

26 T T T T T T T T T

0_

_20 1 [ [ [ [ [ [ 1 [

0 100 200 300 400 500 600 700 800 900 1000
EMD-WT

10 T [ T [ T [ [ T T

) |

_10 1 [ [ [ [ [ [ 1 [

0 100 200 300 400 500 600 700 800 900 1000
WOA-VMD-CC Snapshots

(d)





media/file4.jpg
........

.......





media/file0.jpg
Initialize the whale population X, (i=1,2,-,n)
Calculate the fitness function value
Randomly select the search agent X~
while t =1 and t < maximum iterations
for each search agent
Update a, A, C, I, and p

ifl (p<0.5)
i (4 <n
Update the position of the current search agent by the Equation (8)
elseif2 (|4]=1)
Upate the position of the current search agent by the Equation (9)

end if?
elseift (p>0.5)
Update the position of the current search by the Equation (10)
end ift
end for
Check if any search agent goes beyond the search space or else amend it
Calculate the fitness function value
Update X" ifit is better
t=t+1
end while
return_ X*






media/file21.png





