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Figure S1. Mean images of the test set with mixed sweet samples at the spectral domain.  



 

Figure S2. The evolution of accuracy with the number of LVs developed from (A) raw spectra; 
(B) SNV pre-treated spectra; (C) first derivative spectra followed by SNV pre-treatment.  

 

 

Figure S3. PC1 score images for the training and validation sets.  



 

Figure S4. PC2 score images for the training and validation sets.  

   



 

 

Figure S5. Training progress of PCA-CNN-III with accuracy (top) and loss (bottom) plotted 
against iteration.  

 

Figure S6. Training progress of 3-D CNN with accuracy (top) and loss (bottom) plotted 
against iteration.   

   



 

Figure S7. The evolution of accuracy with the number of LVs developed from (A) raw 
spectra; (B) SNV pre-treated spectra; (C) EPO pre-processed spectra. 

 

 

Figure S8. Ground truth for the validation and test sets.  

 

 

Figure S9. PCA loadings for the first four PCs.  



 

Figure S10. PC1 score images of all salmon fillets.  

   



 

 

Figure S11. PC2 score images of all salmon fillets.  

 

 

 

Figure S12. Training progress of PCA-CNN-II with accuracy (top) and loss (bottom) plotted 
against iteration.  

 



  

Figure S13. Training progress of 3D-CNN-II with accuracy (top) and loss (bottom) plotted 
against iteration.   

 


