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Abstract: Walking ability of elderly individuals, who suffer from walking difficulties, is limited, which
restricts their mobility independence. The physical health and well-being of the elderly population
are affected by their level of physical activity. Therefore, monitoring daily activities can help improve
the quality of life. This becomes especially a huge challenge for those, who suffer from dementia and
Alzheimer’s disease. Thus, it is of great importance for personnel in care homes/rehabilitation centers
to monitor their daily activities and progress. Unlike normal subjects, it is required to place the sensor
on the back of this group of patients, which makes it even more challenging to detect walking from
other activities. With the latest advancements in the field of health sensing and sensor technology,
a huge amount of accelerometer data can be easily collected. In this study, a Machine Learning
(ML) based algorithm was developed to analyze the accelerometer data collected from patients
with walking difficulties, who live in one of the municipalities in Denmark. The ML algorithm is
capable of accurately classifying the walking activity of these individuals with different walking
abnormalities. Various statistical, temporal, and spectral features were extracted from the time series
data collected using an accelerometer sensor placed on the back of the participants. The back sensor
placement is desirable in patients with dementia and Alzheimer’s disease since they may remove
visible sensors to them due to the nature of their diseases. Then, an evolutionary optimization
algorithm called Particle Swarm Optimization (PSO) was used to select a subset of features to be used
in the classification step. Four different ML classifiers such as k-Nearest Neighbors (kNN), Random
Forest (RF), Stacking Classifier (Stack), and Extreme Gradient Boosting (XGB) were trained and
compared on an accelerometry dataset consisting of 20 participants. These models were evaluated
using the leave-one-group-out cross-validation (LOGO-CV) technique. The Stack model achieved
the best performance with average sensitivity, positive predictive values (precision), F1-score, and
accuracy of 86.85%, 93.25%, 88.81%, and 93.32%, respectively, to classify walking episodes. In general,
the empirical results confirmed that the proposed models are capable of classifying the walking
episodes despite the challenging sensor placement on the back of the patients, who suffer from
walking disabilities.

Keywords: accelerometer; elderly population; gait disorders; healthcare monitoring; machine
learning; medical AI

1. Introduction

Physical activity plays a major role in mental and physical health and well-being. The
correlation between physical activity and mental and physical health is stronger in the
older population. Inadequate physical activity is linked with mobility disorders, loss of
independence, and lower muscle strength [1]. Chodzko-Zajko et al. [2] showed that the
development of age-related disabilities and other health diseases can be prevented and
delayed by having an active lifestyle. It is reported by the World Health Organization
(WHO) that the level of fitness and functional health is generally higher in the physically
active elderly population [3].
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One of the suitable methods for measuring physical activity is accelerometry, which
does not constrain the subjects. Furthermore, accelerometry is considered a reliable and
cost-effective method for monitoring ambulatory motion under free-living conditions [4,5].
However, in order to be able to evaluate physical activities using accelerometry, an accurate
classification of different activity types is required [4].

The latest technological advancements in wearable devices have made it feasible
to monitor daily activities. The new sensors are more cost-effective and last longer in
terms of battery life. In recent years, various research has been conducted to classify daily
activities using accelerometer data [6–13]. However, most of the developed models were
tested on datasets collected from young population [7,9,10,14–17]. There are also other
studies that focus on the data acquired from older individuals [12,18–22]. It has been
shown in the literature that the models trained using the data from younger and healthy
individuals do not generalize well when it is tested on the data acquired from the elderly
population, who suffer from different diseases and gait disorders. This results in a lower
performance on the data from older adults, which prevents using the developed models to
classify activities of older individuals in free-living conditions [23]. In most of the previous
studies, it has been also a common practice to use different sensor placements in order
to achieve an accurate activity classification [24]. Although most of these studies have
obtained interesting outcomes on physical activity classification using younger adults’ data
and various sensors’ placements, there are still some questions that need to be further
investigated. For this purpose, in a collaboration with a municipality in Denmark, we
investigated the possibility of improving the quality of daily life in older citizens and
patients, who suffer from dementia and walking difficulties. Analyzing the walking activity
is of great importance for personnel in the municipality’s care home to monitor the physical
health and for early detection of the development of dementia and/or other diseases in
the individuals. However, due to the nature of dementia disease and its effect on the
walking ability of the patients, it has been challenging to detect the walking activity of the
individuals in the care home. Dementia usually affects the walking abilities of patients
and forces them to use walking aids, which subsequently alters their walking patterns.
Therefore, we try to investigate the following questions in this study:

• Is it applicable to develop a model that can classify the walking activity of patients
with walking abnormalities, who suffer from dementia and Alzheimer’s disease?

• Is it possible to classify walking activities using only one sensor placed on the back
of participants?

• How do the different Machine Learning (ML) algorithms perform on classifying
walking (as one of the most effective and popular forms of activities) from non-walking
activities in older adults?

To investigate the above points, in this paper, different ML algorithms are compared
and presented, which are capable of classifying the walking activity of patients with
walking disabilities using only one sensor placement on the back. It has been reported
in the literature that gait disorders are correlated with Alzheimer’s disease [25,26]. The
back sensor placement is desirable in patients with dementia and Alzheimer’s disease
because they may remove the sensors placed on the other parts of the body, which are
visible to them due to the nature of their diseases. In addition, using only one sensor placed
on the back makes it possible to easily implement such a model in practice, especially in
cases that are challenging to place multiple sensors such as on the thigh and hip. This is
a huge advantage that removes the burdens of applying such models in practice in care
homes/rehabilitation centers.

Two single and two ensemble classification algorithms were developed and evalu-
ated using a dataset collected from older adults, who live in one of the municipalities in
Denmark. The dataset contains 20 elderly patients, most of whom suffer from dementia
and Alzheimer’s disease. To the best of our knowledge, there have not been any studies
applying sensor placement on only the upper/mid back of patients with various walk-
ing difficulties as presented in this study. It has been proven that the performance of
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single classifiers can be enhanced using an ensemble learning framework. This is due to
the fact that, in an ensemble approach, a collection of classifiers contributes to the final
decision-making instead of only using a single weak learner. Thus, the performance of en-
semble learning models is generally higher than single classification algorithms [27]. There
are various applications in which ensemble learning methods are utilized such as cyber
security [28–33], energy [34–37], and health informatics [38–47].

A vast range of features such as statistical, temporal, and spectral, were extracted from
the collected accelerometer time series and the best subset of them were selected using
Particle Swarm Optimization (PSO) algorithm [48]. The selected features are used as inputs
for the ML models to classify walking from non-walking activities. The four used ML
classifiers are k-Nearest Neighbors (kNN), Random Forest (RF), Extreme Gradient Boosting
(XGB), and Stacking Ensemble (Stack).

The remainder of this paper consists of three sections. Section 2 describes the method-
ology of the used approaches in this study. In Section 3, the obtained results in this study
are presented and discussed, and lastly, Section 4 concludes the paper.

2. Materials and Methods
2.1. Dataset

In this study, a dataset of 20 elderly patients, who live in one of Denmark’s municipali-
ties and have different walking abnormalities, is used to train and evaluate the proposed
model. It should be mentioned that The Regional Committee on Health Research Ethics
for the Region of Southern Denmark was contacted regarding ethical approval of the
study. They responded that according to Danish law about ethics related to health research,
ethical committee approval was not required for this study. The dataset contains 20 time
series, which are collected with a sampling frequency of 11 Hz, using accelerometer sensors
developed by a Danish company called SENS Innovation ApS [49]. This is a commercial
sensor that only measures the acceleration and temperature, which helps in having a longer
battery lifetime. The sensor can record accelerometer data for up to two weeks without any
recharging, which provides the opportunity for the healthcare professional to monitor the
subjects longer. It is very easy to use and place the sensor on the back of the subjects. It is
recommended by the manufacturer that the sensor should be placed on the mid back and
slightly to the left or right of the spine as shown in Figure 1.

Figure 1. An example of sensor placement on the back of the subjects.
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The length of the collected time series varies between around 278 s and 527 s per
subject. The subject was asked to perform some free-living activities such as sitting and
standing, sitting active, standing active, and finally walking around the care home for more
than 10 m. The collected data is accompanied by a recorded video for each participant,
which was used afterward for labeling the different activities performed by the participants.
The participants in the study had dementia and Alzheimer’s disease history and they used
different walking aids. There are 6 females and 14 males with an average age of 79.1 ± 6.9
and 76.4 ± 9.4, respectively. A summary of the dataset used in this study is given in Table 1.
In general, the gender imbalance may lead to some classification biases. However, since
the population size and the gender imbalance are not very large here, the investigation of
gender imbalance is out of the scope of this paper. It should be noted that all the elderly
patients in the municipality’s care home were asked to participate in this study without any
specific criteria and the current population represents the ones who accepted the invitation.

Table 1. An overview of the dataset used in this study.

ID Sex Age Walking Aids Dementia Diagnosis

1 Male 90 Stick Alzheimer’s disease
2 Male 82 None Lewy body dementia
3 Female 85 Crutch Unknown
4 Female 75 None Alzheimer’s disease
5 Male 63 None Lewy body dementia
6 Male 68 None Alzheimer’s disease
7 Male 62 None Alzheimer’s disease
8 Male 80 None Dementia
9 Male 89 Walker Unknown
10 Female 84 Walker Unknown
11 Male 66 None Unknown
12 Male 73 None Parkinson’s disease
13 Male 79 Walker Parkinson’s disease
14 Female 72 Walker Unknown
15 Female 87 None Alzheimer’s disease
16 Female 72 Walker Vascular dementia
17 Male 90 None Alzheimer’s disease
18 Male 79 None Alcohol-related dementia
19 Male 79 None Alzheimer’s disease
20 Male 68 None Dementia

2.2. Data Preprocessing

First, the triaxial accelerometer data (x-, y-, and z-axis) were segmented into smaller
chunks of 3, 6, and 9 seconds with 50% overlaps between the adjacent segments. It should
be mentioned that the size of segments was chosen due to the fact that the clinically proven
length for human walking analysis is around 5-6 s. We evaluated half- and double-sized
segment sizes (i.e., 3 and 9 s) as well to show that 6 s segment size is actually suitable for
the purpose of our study. Then, each chunk (i.e., 3, 6, and 9 s) was labeled as either walking,
if more than half of the samples are walking, or as non-walking (other activities) if the
majority of the samples correspond to other activities.

As an example, the triaxial accelerometer data for one of the subjects (# 18) is illustrated
in Figure 2. As can be seen, the walking episode is relatively shorter compared to the non-
walking (other activities) part. This results in a very imbalanced dataset. Therefore, a
synthetic over-sampling method was also used to alleviate this problem and to increase
the size of the walking class to be the same as the non-walking class. The oversampling
process is explained in Section 2.7 in detail.
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Figure 2. An example of collected accelerometer time series data for one of the subjects (#18). The
other activities (non-walking) and walking parts for this specific subject are highlighted in yellow
and red, respectively.

2.3. Feature Extraction

In this study, a Python package called Time Series Feature Extraction Library
(TSFEL) [50] was used to extract various types of features. TSFEL is able to efficiently
extract statistical, temporal, and spectral domain features. The computational complexities
of the statistical, temporal, and most of the spectral features calculated by TSFEL are linear,
which makes this library an efficient tool for the time series feature extraction task [50].
Table 2 provides a list of extracted features using TSFEL. The extracted features are briefly
explained in Appendix A.

Table 2. A summary list of the extracted features used in this study.

Feature Domain

Statistical Temporal Spectral

(1) Empirical cumulative distribution function (17) Absolute energy (35) Mean value of each spectrogram frequency
(2) ECDF percentile (18) Total energy (36) Fundamental frequency
(3) ECDF percentile count (19) Centroid (37) Human range energy ratio
(4) Histogram (20) Area under the curve (38) Linear prediction cepstral coefficients
(5) Interquartile range (21) Autocorrelation (39) Mel-frequency cepstral coefficients
(6) Minimum (22) Shannon entropy (40) Spectral positive turning points
(7) Maximum (23) Mean absolute differences (41) Spectral roll-off
(8) Mean (24) Median absolute differences (42) Spectral entropy
(9) Median (25) Mean of differences (43) Spectral roll-on
(10) Mean absolute deviation (26) Median of differences (44) Maximum power spectrum density
(11) Median absolute deviation (27) Sum of absolute differences (45) Maximum frequency
(12) Root Mean Square (28) Positive turning points (46) Median frequency
(13) Variance (29) Negative turning points (47) Power spectrum density bandwidth
(14) Standard Deviation (30) Zero-crossing rate (48) Spectral centroid
(15) Kurtosis (31) Peak to peak distance (49) Spectral decrease
(16) Skewness (32) Traveled distance (50) Spectral distance

(33) Slope of signal (51) Spectral kurtosis
(34) Number of peaks from a subsequence (52) Spectral skewness

(53) Spectral slope
(54) Spectral spread
(55) Spectral variation
(56) Wavelet absolute mean
(57) Wavelet energy
(58) Wavelet standard deviation
(59) Wavelet entropy
(60) Wavelet variance

2.4. Feature Subset Selection

In order to improve the classification performance, a subset of defined features are
usually selected to be used as inputs for the ML algorithms [51,52]. In this study, a PSO [48]
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was used to select the best and most accurate subset of features from all the features
introduced in Section 2.3. The PSO is generally categorized as a swarm intelligence method.
Swarm intelligence methods are based on the idea that single agents are not able to solve a
problem individually. So, many agents (particles) try to achieve a unique goal in a swarm.
In the PSO algorithm, each particle represents a potential solution for the problem at hand
and every movement of the particles results in a new solution. The PSO algorithm works
based on three rules: (1) the particles continue their movement in the same direction as the
last movement (inertia term); (2) each particle should move towards its best-found solution
(nostalgia term); and (3) each particle should also move towards the best solution, which
has been found among all the particles (global term) [53,54]. The three rules used by the
PSO algorithm for updating the position of the particles can be mathematically expressed
as follows [55]:

vi(k) =

inertia term︷ ︸︸ ︷
ω · vi(k− 1) +

nostalgia term︷ ︸︸ ︷
c1 · r1 · (xpbesti − xi(k)) +

global term︷ ︸︸ ︷
c2 · r2 · (xgbesti − xi(k)), (1)

xi(k) = xi(k− 1) + vi(k), (2)

where ω is the inertia weight, xpbesti and xgbesti are the best-found position (solution) for
particle xi and the global best solution of the swarm, respectively. The parameters r1 and r2
are random numbers in the range of [0,1] and c1 and c2 are constants to control the nostalgia
and global terms, respectively. In this paper, c1 = c2 = 2 and ω = 0.9 [56].

The overview of the PSO algorithm steps is described as follows:

• Initialize the positions and the velocities of the particles.
• Find and select the best particle (xgbest) among the particles as leader.
• Repeat the following steps until the termination criteria is reached.

– Update velocity (1).
– Update position (2).
– Find new xpbest for each particle.
– Find new xgbest (leader).
– Evaluate fitness function.

• Return the best particle as the most optimum solution.

2.5. Classification Models

For the classification part, four different algorithms were applied, which are introduced
in the following subsections.

2.5.1. k-Nearest Neighbors

kNN is considered a non-parametric classifier, which was first introduced by [57]. The
kNN algorithm was further developed by Thomas Cover [58]. The output of the kNN
algorithm is nothing but a class membership determined by the majority voting of its k
neighbors. For example, if more than half of the neighbors vote for a class, the algorithm
predicts that specific class as its final prediction. In addition, if k = 1, then the sample is
assigned the same class as that single nearest neighbor.

2.5.2. Random Forest

RF is considered an ensemble learning method. For the training of RF, many different
single decision trees (DTs) are built to make the final decision using a majority voting
approach [59–61]. It should be mentioned that the single DTs in the RF classifier are created
by random sub-sampling from the train data. In addition, a subset of variables/features is
used to train each single DT. Using only a subset of available train data and features for
building different DTs in the RF can also alleviate the over-fitting problem in the complex
single DTs.
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2.6. Extreme Gradient Boosting

Gradient boosted DTs is currently one of the mostly used algorithms in applied
machine learning and XGB is a novel implementation of this algorithm, which is faster and
has generally a higher performance compared to its predecessor [62]. A gradient boosting
algorithm is used in XGB, which is categorized as an ensemble method [62]. Unlike the
normal boosting algorithms in which the new trees are built to lower the errors of the
previous ones, gradient boosting adds new trees/models to predict the errors of prior trees.
Finally, all the individual trees are then combined to give the final prediction. It should be
noted that the gradient descent algorithm is used in XGB to minimize the loss for adding
new trees/models in the ensemble [63].

Stacking Ensemble

Stack is an ensemble learning method, which learns how to combine single classifica-
tion algorithms to achieve the best overall performance. So, compared to other ensemble
learning algorithms, such as RF and XGB, that use only DTs as the base learners, it can
combine different types of classifiers. All the members of the ensemble generate a unique
prediction for a specific sample. All the predictions from the single classifiers are then
used as inputs for a meta estimator to make the final prediction [64–66]. Therefore, Stack
is capable of combining different well-performing single classifiers in order to improve
classification performance. In other words, it utilizes various single classifiers that are each
good in different ways. Unlike RF and XGB, the whole train data is used to train the single
learners and another model (meta estimator) is trained on top to learn the best possible
combination of them [64]. However, it should be noted that the meta estimator, which
is also named the level-1 model, is trained using the predictions made by the individual
classifiers (level-0 models) on a subset of the dataset that has not been seen in the training
step. In this paper, three single classifiers are used as level-0 models, which are kNN, RF,
and XGB.

2.7. ML Based Walking Classification Framework

In the proposed method, the capabilities of different ML classifiers are investigated
and compared for walking classification using accelerometer data. The flowchart of the
proposed approach is illustrated in Figure 3, which is described step by step as follows:

1. Segmentation: As mentioned in Section 2.2, the accelerometer time series are seg-
mented into smaller chunks of 3, 6, and 9 s with 50% overlaps.

2. Cross validation: leave-one-group-out cross-validation (LOGO-CV) is applied to
split the dataset into train and validation sets. In each iteration, all the individuals’
accelerometer data except one are used to train the classification algorithms. The
remained subject/individual is then used to validate the models. This process is
repeated twenty times in order to make sure that all the subjects are validated at
least once.

3. Feature extraction: Three different types of features (i.e., statistical, temporal, and
spectral), as listed in Table 2, are extracted from the segmented time series on all x-, y-,
and z-axis. In total, 60 different features are extracted for each axis.

4. Feature selection: A subset of extracted features are selected using the PSO algorithm
as explained in Section 2.4. The fitness (objective) function applied in the PSO algo-
rithm is a combination of the error value and the size of the selected feature. The
objective function is given in (3).

fitness = α× error + β× # of selected features
# of all extracted features

. (3)

where α and β are the weight parameters equal to 0.9 and 0.1, respectively. Figure 4
shows the convergence of the PSO algorithm as the fitness value decreases by increas-
ing the number of iterations.



Sensors 2023, 23, 679 8 of 23

A
cc

el
er

o
m

et
er

 d
at

a

Se
gm

en
ta

ti
o

n

Fe
at

u
re

 e
xt

ra
ct

io
n

Fe
at

u
re

 s
el

ec
ti

o
n

Tr
ai

n
 c

la
ss

if
ie

rs

kN
N

R
F

X
G

B
St

ac
k

Ev
al

u
at

e 
th

e 
cl

as
si

fi
er

s

Train set
(19 subjects)

Validation set
(1 subject)

Sy
n

th
et

ic
 o

ve
rs

am
p

lin
g

(A
D

A
SY

N
)

1 3 4
5

6
7

Repeat this process for all the 20 subjects

Le
av

e 
O

n
e 

G
ro

u
p

 
O

u
t 

cr
o

ss
 v

al
id

at
io

n

2

Figure 3. Flowchart of the proposed approach. The numbers correspond to the steps in Section 2.7.

Figure 4. An example of PSO fitness curve.

5. Synthetic dataset oversampling: Since the length of walking episodes in the ac-
celerometer data is shorter than the other activities (Figure 2), the number of extracted
walking segments is smaller compared to non-walking segments. Therefore, the
dataset is considered relatively imbalanced and the number of walking segments
for training the classification algorithms is not sufficient. This increases the risk of a
biased classification, which in turn leads to a higher error rate on the minority class
(walking) [67]. To overcome this problem, the adaptive synthetic over-sampling tech-
nique (ADASYN) is applied to generate more samples for the minority class and to
enable the classifiers to achieve their desired performance [67]. The ADASYN method
consists of three main steps: (1) estimate the class imbalance degree to calculate the
number of required synthetic samples for the minority class; (2) find the K nearest
neighbors samples of the minority class using the well-known Euclidean distance;
and (3) generate the synthetic samples for the minority class as follows:

di = xi + (xki − xi)× λ, (4)

where xi represents a sample from the minority class, xki is one of the nearest neighbor
samples chosen randomly, and λ ∈ [0, 1] is a random value. As illustrated in Figure 3,
the oversampling is only applied on the train set to avoid any unrealistic evaluation
of the validation set.

6. Classifiers training: In this step, the preprocessed accelerometer data from nineteen
subjects/individuals is used to train all the classification algorithms.
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7. Classifiers evaluation: Finally, the performances of the four trained classifiers are
evaluated using the validation set (Figure 3) to determine their performance.

3. Results and Discussion

As stated in Section 2.1, a dataset of 20 elderly subjects is used to train and evaluate
the performance of the different classifiers. In Section 2.7, we described the process of
balancing the dataset using the ADASYN method. Figure 5a,b illustrate the distribution of
the imbalanced and balanced data for two arbitrary features. It can be seen that the number
of walking segments has been increased after applying ADASYN in Figure 5b. The number
of segments for each class before and after data balancing are given in Table 3.

(a) (b)
Figure 5. Scatter plots of two arbitrary features for walking and non-walking classes: (a) Imbal-
anced and (b) Balanced. The red and blue circles represent the Walking and Non-walking classes,
respectively.

Table 3. Number of segments for imbalanced and balanced datasets.

Class Imbalanced Balanced

Walking 20,456 70,779
Non-walking (other activities) 72,746 72,746

3.1. Evaluation Metrics

Various classification metrics can be utilized to compare and report the performance
of the ML classifiers. A confusion matrix, as given in Table 4, can be used to calculate the
different metrics. The rows and columns in Table 4 represent the actual labels and the
predictions from the models, respectively. We use four classification metrics in this paper,
which are accuracy (Acc), Sensitivity (Se), Precision or Positive Predictive Value (PPV), and
F-score. The definitions of these metrics are given as follows using Table 4:

Acc =
TP + TN

TP + FN + FP + TN
, (5)

Se =
TP

TP + FN
, (6)

PPV =
FP

FP + TN
, (7)

F− score = (1 + β)
PPV · Se

(β2 · PPV) + Se
. (8)
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where TP, TN, FP, and FN are the number of true positives, true negatives, false positives,
and false negatives, respectively. F-score is actually a weighted harmonic mean of Se and
PPV. If β = 1, it is called a balanced F-score (F1-score), which takes into account both Se
and PPV equally.

Table 4. Confusion matrix.

Predicted Negative Predicted Positive

Actual negative True negative (TN) False positive (FP)
Actual positive False negative (FN) True positive (TP)

3.2. LOGO-CV Classification Performance

The average performance of the different classification algorithms on 20 subjects for
S = 3, 6, and 9 s are plotted in Figure 6. As can be seen, the kNN model has the lowest
performance among all the classifiers for almost all the segment lengths. On the other hand,
the Stack model achieves the highest ACC, Se, and F1-score. In terms of PPV (precision),
the XGB classifier outperforms other models for S = 3 s (Figure 6a). However, the precision
of the Stack model is comparable with the XGB for S = 6 and S = 9 seconds. From Figure 6,
it can be concluded that S = 6 s is the most optimum segment length for the detection of
walking episodes. Therefore, we present some of the obtained results for S = 6 s in the
rest of this section. The window size of 5–6 s is also considered clinically valid for human
walking analysis [12].

Figure 6. Comparison of the classifiers’ performance for the three different segment lengths: (a) PPV,
(b) Se, (c) F1-score, and (d) Acc. The x-axis represents the segment’s length with their corresponding
overlaps in the parentheses, i.e., S(O).

Table 5 summarizes the average performance over all the subjects for the four classifiers
(S = 6 s). These results confirm that the Stack method outperforms other classifiers on
Se, F1-score, and Acc with 86.85%, 88.81%, and 93.32%, respectively. In addition, the PPV
(precision) of XGB and Stack are comparable with 94.02% and 93.25%, respectively.
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Table 6 reports the performance of the Stack classifier as the best method on all
subjects. The selected features using the PSO algorithm are also given in the last column.
The corresponding feature names can be found in Table 2. The total number of selected
features for different subjects varies between 23 and 34 out of 60 extracted features. As
given in Table 6, almost all the subjects achieved F1-score, PPV, and Acc above 90% except
subject numbers 2, 5, 9, 10, and 14. However, subjects 9, 10, and 14 are the most challenging
ones for the detection of walking episodes with Se of 75%, 73%, and 78% and PPV equal to
81%, 80%, and 74%, respectively. From Table 1, all these three subjects use a walker and
they suffer from diseases such as spinal stenosis, hip fracture, osteoporosis, osteoarthritis,
and knee problem, which makes it more difficult for them to walk normally.

Table 5. Average classification performance of the classifiers for all subjects for S = 6 s with O = 3 s.
The numbers are in percentage and the highest performances of the different models are given in bold.

Algorithm Se F1-Score PPV Acc

kNN 77.38 76.58 74.95 79.75
RF 77.96 81.25 84.85 87.73

XGB 84.53 87.25 94.02 92.47
Stack 86.85 88.81 93.25 93.32

Table 6. Classification performance of the Stack method on the individual subjects. The selected
features using the PSO algorithm are also reported in the last column. These results correspond to
the S = 6 s with O = 3 s.

ID Se F1-Score PPV Acc Selected Features Numbers (Table 2)

1 90 94 99 97 1–4, 8, 12, 13, 17, 19–21, 23, 35, 37–44, 52, 55–60
2 85 87 89 93 1–4, 6, 9–11, 14, 16, 17, 29, 31, 34, 35, 38, 39, 42–44, 48, 50–57, 60
3 90 93 97 97 1, 4, 10, 13, 21, 25, 28, 33–35, 37–42, 45, 48, 50, 52, 56–58, 60
4 86 92 98 98 1, 2, 4, 7, 9, 10, 15, 19, 20, 21, 25, 28, 29, 31, 35–38, 46, 47, 49, 52–58, 60
5 85 87 90 93 1, 3, 4, 6, 7, 9, 10, 13, 15-18, 21, 23, 31, 33, 35, 36, 38, 39, 41–43, 50, 51, 55–59, 60
6 90 91 92 94 1–6, 8, 12, 14, 23, 28, 29, 31, 33, 35-37, 39, 41, 44, 45, 47, 48, 50–53, 55-58, 60
7 93 96 100 98 1–4, 10, 12, 13, 16, 17, 18, 20, 21, 24, 30, 35–40, 43, 45, 47, 48, 50–52, 54–60
8 90 93 96 92 1, 3-5, 11, 13, 15, 16, 19, 29–31, 34–36, 38, 39, 43, 44, 48, 50–52, 54, 56–58, 60
9 75 72 81 73 1, 2, 4–7, 10, 21–23, 28, 31, 35, 36, 38, 39, 40, 41, 43, 48–51, 56–57, 60
10 73 75 80 81 1–5, 7, 9, 10, 13, 20–22, 23, 27, 28, 34–36, 38, 39, 53–56, 58–60
11 88 93 98 97 1, 2, 4, 16, 18–20, 22, 29, 30, 33–35, 38, 39, 41, 46, 50, 51, 54, 56–58, 60
12 90 94 98 98 1–4, 6, 9, 11, 13, 14, 15, 17, 20–24, 28, 33, 35–39, 41–43, 45, 49, 52, 56–58, 60
13 90 93 96 96 1–5, 8–11, 13, 15–17, 19–21, 26, 29, 34, 36, 38, 39, 49, 51–54, 56–58, 60
14 78 76 74 89 1, 3, 4, 6, 7, 9, 11, 14, 17, 18, 20, 22, 26–29, 31, 33, 38, 39, 41, 48, 49, 51, 56–58, 60
15 89 91 94 95 1, 4, 8, 10, 11, 13–15, 17–20, 25–27, 33–35, 38–41, 48, 49, 54, 57, 58, 60
16 90 92 95 95 1–4, 9, 10, 12, 14, 20, 23, 27, 28, 30, 31, 33, 37–39, 42, 47, 53, 56–58, 60
17 90 94 98 98 1–5, 8, 11–14, 17, 21, 30, 38, 39, 40, 41, 43, 45, 52, 54, 56, 57, 60
18 89 92 95 97 1, 3–6, 10, 12, 13–18, 21, 26, 28, 30, 34–39, 42, 45, 46, 51–54, 56–58, 60
19 90 94 98 98 1, 4, 5, 8–10, 12, 16, 18, 21, 24, 25, 35, 38, 39, 42, 43, 49, 50–53, 56–58, 60
20 89 93 97 94 1, 2, 4, 6, 7, 12, 15, 21, 22, 24–26, 28, 30, 31, 34, 35, 38, 39, 41, 43, 44, 47–50, 56–58, 60

3.3. Inter-Subjects Analysis

In this section, we evaluate the performance of the developed classifiers on five
carefully chosen subjects with different walking aids. So, the classifiers were first trained
on 15 subjects and they were then tested on the 5 remaining individuals. From Table 1,
subjects number 3, 9, 13, 15, and 20 were selected as test sets. Subject 3 is the only one
who uses a crutch, while numbers 9 and 13 use a walker and numbers 15 and 20 have no
walking aids. This selection ensures that there are representatives from almost all groups in
the test set, which makes the model evaluation more robust and reduces the classification
bias on the unseen data in the future. In addition, the selected subjects are balanced in
terms of gender with three males and two females.

The performance of the four classifiers for S = 3, 6, and 9 s is given in Table 7. In
general, the Stack method performs the best for almost all the segment lengths, while XGB
achieves slightly higher PPV compared to others. It is interesting to note that Stack and
XGB outperform the other two classifiers, namely kNN and RF. As it can be seen from
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Table 7, the classification performance is higher for S = 6 s compared with other segment
lengths. Stack is the most sensitive and accurate classifier with Se and Acc equal to 86.13%
and 91.50% for S = 6 s, respectively. In addition, Stack achieves 88.50% for F1-score measure
as the highest among all classification algorithms. The PPV value for the XGB method is
the maximum at 92.42%, which is slightly higher than Stack with a PPV value of 92.03%.

Table 7. Performance comparison of different classifiers for S = 3, 6, and 9. The numbers are in
percentage and the highest performances of the different models are given in bold.

Algorithm
S = 3 S = 6 S = 9

Se F1-Score PPV Acc Se F1-Score PPV Acc Se F1-Score PPV Acc

kNN 77.89 79.19 77.89 82.39 78.39 76.01 74.84 79.53 82.30 81.12 80.22 84.57
RF 80.21 81.09 82.17 85.49 78.54 80.81 84.68 86.07 82.98 84.91 87.69 88.79
XGB 81.66 84.49 89.46 88.87 84.20 87.23 92.42 90.81 83.71 86.13 89.91 89.85
Stack 83.01 85.12 88.28 89.00 86.13 88.50 92.03 91.50 85.37 87.26 89.88 90.49

The confusion matrices for the four classifiers on the five test subjects (3, 9, 13, 15, and
20) are given in Figure 7. The reported results are for S = 6 s and O = 3 s, which was shown
to be the most optimum segment length as per the results in Table 7. For example, the
Stack method detects most of the walking and non-walking segments correctly (Figure 7d),
which are equal to 91.1% and 92.95% of the cases, respectively. In other words, only 8.9% of
the walking segments are incorrectly classified into other activities (non-walking) compare
to 10.26% for the XGB method. This makes Stack classifier a very suitable method for the
detection of walking episodes from the accelerometer data. On the other hand, the number
of false positive cases for the XGB method (4.9%) is the least among all the classifiers, which
explains the higher PPV for XGB as reported in Table 7.

The ROC curve of the proposed models for the five test subjects (3, 9, 13, 15, and
20) are also plotted in Figure 8. As shown in the figure, the Stack model achieves the
highest area under the curve (AUC) of 0.97 followed by XGB and RF with 0.96 and 0.95,
respectively. As expected, there is a considerable gap between kNN (AUC = 0.85) and other
algorithms. This shows the promising classification performance for ensemble learning
methods especially the Stack classifier as a combination of two ensemble-based methods
(RF and XGB) and a single classifier (kNN).

Figure 7. Confusion matrix of: (a) kNN, (b) RF, (c) XGB, and (d) Stack for S = 5 s. The numbers are in
percentage. The color bar shows the actual number of segments that fall into different cells of the matrix.
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3.4. Computational Resources

All the experiments presented in this paper were run on the University of Southern
Denmark’s internal cloud infrastructure with 64 vCPU and 376 GB RAM. Overall, the
processing time of one iteration of the LOGO-CV algorithm (i.e., training on 19 subjects
and validation on 1 remaining patient) takes around 178.37 s. Several open-source libraries
were used to conduct the experiments such as scikit-learn [68], XGBoost [62], NumPy [69],
Pandas [70], Matplotlib [71]. It should be also noted that the size of the collected triaxial
accelerometer data for 20 patients is around 10.5 MB.

Figure 8. ROC curves for the proposed four different classification algorithms. The diagonal dashed
line represents the random classification (chance).

4. Conclusions, Limitations, and Future Works

In this paper, different ML models have been developed to classify walking episodes
from other activity types (non-walking). For this purpose, 60 different features (statistical,
temporal, and spectral) were first extracted from the accelerometer data. Then, a PSO
algorithm was applied to select the best subset of features, which were then used as inputs
for the ML classifiers. There were three main contributions to this work which addressed
the three questions stated in Section 1. First, the performances of different ML methods
were compared for classifying walking segments in older adults. Second, we investigated
the possibility of using the sensor placement only on the back, unlike the conventional hip
and thigh or multi-sensor placement. Although placing the sensor on the back makes it
more challenging to detect walking activity, it is most desired in cases where the subjects
suffer from dementia and Alzheimer’s disease. Third, the proposed models were evaluated
to whether they are suitable for classifying the walking activity of older subjects with
walking abnormalities. The experimental results showed that the single classifiers such
as kNN were outperformed by ensemble-based models (RF and XGB). In addition, the
obtained results showed that the Stack model, which is a combination of all three classifiers
(kNN, RF, and XGB), outperforms others. For example, Stack achieved improvement on
Se, Acc, and F1-score by around 1%. From this, we can also conclude that the classification
results improve by increasing the diversity of the classifiers included in the ensemble. For
example, even though the kNN classifier is inferior to the ensemble classifiers, it helps the
ensemble model (Stack) for the detection of walking episodes that are challenging for other
methods such as RF and XGB. Therefore, the combined Stack model achieves the highest
performance. The obtained results confirm that ML methods can be efficiently applied
in clinical settings to classify walking segments using accelerometer data collected from
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elderly dementia patients, which paves the way to be used in house by personnel in care
homes/rehabilitation centers to better monitor patients’ daily activities and progress.

There are also some limitations to our proposed algorithm, which can be studied in
future works. First, the model’s performance highly depends on the feature extraction and a
selection step. The performance of the model might be decreased in case of less ideal feature
extraction and selection. So, the impact of the different feature extraction and selection
techniques can be further investigated. Second, the population size is limited in this study.
We may collect data from more municipalities’ care homes in the future. This enables us to
train more advanced Deep Learning (DL) models that can handle raw accelerometer data,
which subsequently helps to bypass the feature engineering step. Finally, the algorithmic
bias was not investigated to study the effectiveness of the proposed model on a highly
imbalanced population in terms of gender and age.
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Appendix A. Extracted Features

Appendix A.1. Empirical Cumulative Distribution Function

The empirical cumulative distribution function (ECDF) is calculated by first ordering
all the available unique values in the time series and then the cumulative probability is
computed for each value/observation as follows:

ECDF(x) =
(# of observations ≤ x)

n
, (A1)

where the nominator represents the number of observations/values that are less than or
equal to a given value such as x and n is the total number of values in the time series data.

Appendix A.2. ECDF Percentile and ECDF Percentile Count

ECDF percentile calculates the 0.2 and 0.8 percentiles of the ECDF as below:

ECDFpercentile =
# of values below the desired percentile

n
, (A2)
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where the nominator computes the number of the observations/values that are less than the
desired percentile and n is the total number of values in the time series data. Similarly, ECDF
percentile count computes the cumulative sum of samples that are less than the percentile

Appendix A.3. Histogram

Histogram represents the probability of occurring certain values. It is done by defining
a number of bins with certain length to calculate the probability of the values occurrences
in that specific bin.

Appendix A.4. Interquartile Range

The interquartile range (IQR) simply calculates the difference between the 0.75 and
0.25 percentile of the data.

Appendix A.5. Minimum, Maximum, Mean, and Median Value

The minimum and maximum are simply the greatest and smallest value of the time
series (signal). However, the mean and median values of a signal can be calculated as below:

Mean(X) =
x1 + x2 + · · ·+ xn

n
, (A3)

and

Median(X) =

x( n+1
2 ), if n is odd

x( n
2 )+x( n

2 )+1

2 , if n is even
(A4)

where X represents the signal with its size equal to n, i.e., X = {x1, x2, . . . , xn}.

Appendix A.6. Mean Absolute Deviation and Median Absolute Deviation

Mean absolute deviation of a time series is defined as the average distance of each
point from the mean of the time series. This shows the degree of variability in the time
series. Median absolute deviation computes the spreadness degree of the data points in a
time series. The mean and median absolute deviation can be calculated in (A5) and (A6).

Mean absolute deviation =
1
n

n

∑
i=1
|xi −Mean(X)|, (A5)

Median absolute deviation = Median(|xi −Median(X)|), i = 1, 2, . . . , n, (A6)

where Mean and Median are the mean and median of the time series defined in (A3) and (A4).

Appendix A.7. Root Mean Square

Root mean square of a signal (time series) is the square root of the mean squares of the
data points, which can be calculated as:

Root mean square =

√
1
n
(x2

1 + x2
2 + · · ·+ x2

n), (A7)

where n is the size of the time series.

Appendix A.8. Variance and Standard deviation

Variance measures the variability of the data points from the mean and standard
deviation is the square root of the variance. The variance and standard deviation are
computed as follows:

Variance =
1

n− 1

n

∑
i=1

(
xi −Mean(X)2

)
, (A8)
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Standard deviation =
√

Variance, (A9)

where n and Mean are the size and average of the time series X.

Appendix A.9. Kurtosis & Skewness

Both Kurtosis and Skewness describe the shape of a distribution, which are computed as:

Skewness =
n

∑
i=1

(
xi −Mean(X)

Variance

)3

, (A10)

and

Kurtosis =
n

∑
i=1

(
xi −Mean(X)

Variance

)4

, (A11)

where Mean and Variance are given by (A3) and (A8).

Appendix A.10. Absolute and Total Energy, Centroid, and Area under the Curve

Absolute energy is the sum of the squares of data points, which is computed as given
in (A12). However, total energy is the absolute energy divided by time range of the time
series as given in (A13). Similarly, centroid of a time series along the time axis is calculated
in (A14). Area under the curve of a time series is simply computed using the well-known
trapezoid rule.

Absolute energy =
n

∑
i=1

x2
i , (A12)

Total energy =
∑n

i=1 x2
i

tn − t0
, (A13)

Centroid =

{
T·E

Absolute energy , if Absolute energy 6= 0

0, Otherwise
(A14)

where n is the size of the signal and t0 and tn are initial and last time stamp of the signal
(time series). In addition, (·) represents the dot product of the two vectors T = {t0, t1, . . . tn}
and E = {x2

0, x2
1, . . . x2

n}.

Appendix A.11. Autocorrelation

Autocorrelation compares the similarity between a time-delayed (shifted) version of
a signal to the signal itself. For periodic signals, the integer multiple delays/shifts of the
signals are perfectly correlated with the signal itself [72].

Appendix A.12. Shannon Entropy

Shannon entropy is a well-known metrics to measure the uncertainty of a random
process, which can be used in non-linear and non-stationary signals [73]. In other words,
Shannon entropy can be used to quantify the degree of complexity of a signal. Shannon
entropy is formulated as [74]:

Shannon entropy =
n

∑
i=0

ln p(xi), (A15)

where p(xi) is probability of the xi data point such that ∑n
i=0 p(xi) = 1.
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Appendix A.13. Mean and Median Absolute Differences, Mean and Median Differences, and Sum
of Absolute Differences

Mean absolute differences measures the absolute of average variability of the 1st order
difference of the time series. Similarly, median absolute differences is used to calculate the
median variability of the 1st order difference of the time series. These can be formulated as:

Mean absolute differences =
1
n

n

∑
i=0
|xi+1 − xi|, (A16)

Median absolute differences = Median(|xi+1 − xi|), i = 1, 2, . . . , n, (A17)

where n is the size of the time series and Median is defined in (A4). Unlike the above-
mentioned two features, the mean and median differences only consider the 1st order
difference of the signal without the absolute (| · |) operator. Finally, the sum of absolute
differences is simply given by (A18):

Sum of absolute differences =
n

∑
i=0
|xi+1 − xi|, (A18)

where n is the size of the time series.

Appendix A.14. Positive and Negative Turning Points & Zero-Crossing Rate

The positive and negative turning points count how many times a time series or a
signal changes from positive to negative and from negative to positive, respectively, while
zero-crossing rate measures the total number of times that the time series changes from
positive to negative or vice versa.

Appendix A.15. Peak to Peak Distance

The peak to peak distance calculates the difference between the maximum and mini-
mum values of the time series, which is computed as:

Peak to peak distance = |Max| − |Min|, (A19)

where Max and Min are the maximum and minimum of the time series calculated as
described in Appendix A.5.

Appendix A.16. Traveled Distance

The signal travel distance is used to measure the total distance traversed by the time
series (signal) using the hypotenuse between two data points, which is formulated as:

Signal traveled distance =
n

∑
i=0

(√
1 + (xi+1 − xi)2

)
, (A20)

where n is the size of the time series.

Appendix A.17. Slope of Signal

The slope of a signal is determined by fitting a linear equation to the data points
(samples) [75]. Specifically, a least squares polynomial method is fitted to the data [76].

Appendix A.18. Number of Peaks from a Subsequence

This feature looks for the biggest value among its neighbors in the subsequence. For
example, a peak is to be found that is bigger than l neighbors to the left and l neighbors to
the right [77].



Sensors 2023, 23, 679 18 of 23

Appendix A.19. Mean Frequency of a Spectrogram

The mean frequency of a spectrogram is calculated by the summation of the product of
spectrogram intensity and the frequency, divided by the total sum of spectrogram intensity,
which is formulated as [78]:

Mean frequency of a spectrogram =
∑

n f
i=0(Si · fi)

∑
n f
i=0 Si

, (A21)

where n f is the number of frequency bins. Furthermore, Si and fi are the intensity and
frequency at bin i, respectively.

Appendix A.20. Fundamental Frequency

The fundamental frequency is often defined as the frequency that best describe the
content of a signal spectrum [79].

Appendix A.21. Human Range Energy Ratio

The human range energy ratio is calculated by finding the ratio between the energy of
the signal in the frequency range of 0.6–2.5 Hz and the the whole energy of the signal.

Appendix A.22. Linear Prediction Cepstral Coefficients and Mel-Frequency Cepstral Coefficients

The cepstrum is the computed inverse Fourier transform of the estimated signal
spectrum, which can be used to find periodic structures in frequency spectra [80]. Linear
prediction cepstral coefficients is computed similar to cepstrum except the smoothed auto-
regressive power spectrum is used instead of estimated signal spectrum [81]. Mel-frequency
cepstrum (MFC) represents the short-term power spectrum of a signal and mel-frequency
cepstral coefficients are the coefficients that create an MFC [82].

Appendix A.23. Spectral Positive Turning Points and Spectral Roll-Off and Roll-On

Spectral positive turning points counts the number of frequency amplitude changes
from positive to negative values. The spectral roll-off and roll-on correspond to the fre-
quencies where 95% and 5% of the signal magnitude can be captured below these values,
respectively, [83].

Appendix A.24. Spectral Entropy

Spectral entropy is considered as a normalised form of Shannon entropy. The power
spectrum amplitude components of the time series are used for entropy evaluation [73,84].
The spectral entropy of a signal is given by:

Spectral entropy =
K

∑
k=1

pk · log
(

1
pk

)
, (A22)

where pk is the power of the signal (time series) at bin k.

Appendix A.25. Spectral Centroid, Spread, Skewness, and Kurtosis

Spectral centroid measures the spectral center, which is defined as [85]:

µ1(tm) =
K

∑
k=1

fk · pk(tm), (A23)
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where fk denotes the frequency of bin k and tm is the center of an analysis window in
seconds. Spectral spread, which is also called spectral standard-deviation, calculates the
spread of the spectrum around its mean value. Spectral spread can be computed as [85]:

µ2(tm) =

(
K

∑
k=1

( fk − µ1(tm))
2 · pk(tm)

) 1
2

, (A24)

where fk denotes the frequency of bin k and tm is the center of an analysis window in
seconds. µ2(tm) is the spectral centroid at tm as given in (A23). Spectral skewness measures
the asymmetry of the spectrum of signal (time series) around its mean value, which can be
calculated as [85]:

µ3(tm) =

(
∑K

k=1( fk − µ1(tm))3 · pk(tm)
)

µ2(tm)3 , (A25)

where fk denotes the frequency of bin k and tm is the center of an analysis window in seconds.
µ1(tm) and µ2(tm) are the spectral centroid and spread at tm as given in (A23) and (A24). µ3=0
corresponds to a symmetric distribution, while µ3 > 0 and µ3 < 0 indicate more energy at
lower and higher frequencies with respect to the mean value, respectively. Spectral kurtosis
measures the flatness of the spectrum of signal (time series) around its mean value, which
can be formulated as [85]:

µ4(tm) =

(
∑K

k=1( fk − µ1(tm))4 · pk(tm)
)

µ2(tm)4 , (A26)

where fk denotes the frequency of bin k and tm is the center of an analysis window in seconds.
µ1(tm) and µ2(tm) are the spectral centroid and spread at tm as given in (A23) and (A24).
µ4=0 corresponds to a normal distribution, while µ4 > 0 and µ4 < 0 indicate a wider and
narrower distribution, respectively.

Appendix A.26. Spectral Slope, Decrease, Variation, and Distance

Spectral slope is calculated applying a linear regression over the spectral amplitude
values. There is a linear correlation between spectral slope and spectral centroid. Spectral
decrease was proposed by [86] and it averages the set of spectral slopes between frequency
fk and f1 [86]. Spectral variation quantifies the spectral shape changes over time, which is
defined as one minus the normalized correlation between the successive time frames [86].
Spectral distance calculates the cumulative sum of distances at different frequencies ( fk)
with respect to the linear regression.

Appendix A.27. Wavelet Entropy and Energy

Wavelet entropy calculates shannon entropy of continuous wavelet transform (CWT) [87].
Suppose that a set of wavelet coefficients is given as W(ai, t), i = 1, 2, . . . , M. The wavelet
entropy is computed as [88]:

Wavelet entropy = −
M

∑
i=1

di · log di,

s.t. di =
|W(ai, t)|

∑M
j=1 W(aj, t)

.
(A27)

where a is the scale parameter of wavelet coefficients. Furthermore, wavelet energy is
simply the sum of the squares of the absolute values of wavelet coefficients W(ai, t).
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Appendix A.28. Wavelet Absolute Mean, Standard Deviation, and Variance

Wavelet absolute mean computes the absolute mean value of wavelet coefficients.
Wavelet standard deviation and variance calculates the standard deviation and variance of
wavelet coefficients, respectively.

Appendix A.29. Maximum Power Spectrum Density and Power Spectrum Density Bandwidth

Welch’s method [89] is used to estimate the power spectral density of the the signal
(time series). This method estimate the power spectral density by dividing the time
series into overlapping segments. Afterwards, it computes a periodogram corresponds to
each segment, which are then averaged. However, power spectrum density bandwidth
represents the frequency band width, which contains 95% of the signal power.

Appendix A.30. Maximum and Median Frequency

Maximum frequency is considered as 95% of the cumulative sum of different frequency
bands resulting from the Fourier transform of the signal. Median frequency is considered
the frequency in which the signal power spectrum is split into two equal regions in terms
of amplitude [90]. In other words, median frequency is equal to half of the total power of
the signal.
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