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Abstract: Epilepsy is a condition that affects 50 million individuals globally, significantly impacting
their quality of life. Epileptic seizures, a transient occurrence, are characterized by a spectrum of
manifestations, including alterations in motor function and consciousness. These events impose re-
strictions on the daily lives of those affected, frequently resulting in social isolation and psychological
distress. In response, numerous efforts have been directed towards the detection and prevention
of epileptic seizures through EEG signal analysis, employing machine learning and deep learning
methodologies. This study presents a methodology that reduces the number of features and channels
required by simpler classifiers, leveraging Explainable Artificial Intelligence (XAI) for the detection of
epileptic seizures. The proposed approach achieves performance metrics exceeding 95% in accuracy,
precision, recall, and F1-score by utilizing merely six features and five channels in a temporal domain
analysis, with a time window of 1 s. The model demonstrates robust generalization across the patient
cohort included in the database, suggesting that feature reduction in simpler models—without re-
sorting to deep learning—is adequate for seizure detection. The research underscores the potential
for substantial reductions in the number of attributes and channels, advocating for the training of
models with strategically selected electrodes, and thereby supporting the development of effective
mobile applications for epileptic seizure detection.

Keywords: machine learning; Explainable AI; electroencephalography; epilepsy

1. Introduction

Epilepsy is a pathology that affects approximately 50 million individuals worldwide,
with an estimated 2.4 million new cases developing annually. The prevalence of the disease
varies, influenced by numerous factors, yet it is predominantly observed in developing
countries. This trend underscores the importance of advancements in treatment and
preventive measures as pivotal in curtailing such rates [1]. Moreover, individuals diagnosed
with epilepsy often experience diminished quality of life, arising from social isolation,
limitations in performing daily tasks, societal stigma, and psychological impacts on the
patients and their families [2].

An epileptic seizure is a transient occurrence with diverse clinical manifestations that
may affect sensory, motor, and autonomic functions; consciousness; memory; and can
cause perceptual distortions [2]. Electroencephalography (EEG), a technique for measuring
brain activity by recording electrical signals from the scalp, is commonly employed in the
diagnosis of this condition. It can reveal the abnormally heightened synchrony of neuronal
activity characteristic of epileptic seizures. However, it is not uncommon for patients with
recurrent seizures to exhibit normal EEG patterns during and between seizure episodes [2],
thus complicating accurate diagnosis.
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Epileptic events known as absence seizures are particularly subtle, often marked by
minimal motor activities [3]. Clinically identifying the onset and conclusion of such seizures
poses a challenge, more so with atypical absence seizures where the indicators are less
pronounced. Consequently, EEG signal monitoring becomes essential to the confirmation
of these types of seizures [4].

The detection of epileptic seizures can be useful for recording and monitoring seizure
frequencies in patients with the disease [5], such as those who experience absence seizures [6].
Simplified models for epileptic seizure detection—using few channels and requiring low
computational costs—enable the implementation of embedded and wearable systems aimed at
identifying seizures for subsequent medical analysis, as demonstrated in the study conducted
by [6], where they achieved a sensitivity of 98.4% in the detection of typical absence seizures.

Given the significance and intricacy of seizure detection, considerable efforts have
been directed towards machine learning (ML)-based methodologies for the automated
analysis of EEG signals. Supervised ML classifiers are commonly employed in this do-
main [7–12], along with deep learning (DL) techniques [13,14]. These approaches are geared
towards developing models adept at binary classification [7–9,11,12] as well as multiclass
classification tasks [15,16].

Feature extraction is a pivotal element in enhancing the performance of ML models, par-
ticularly within the realm of EEG signal analysis. The methodologies for feature extraction
in this context span across time, frequency, time–frequency, and non-linear domains [17], uti-
lizing values from EEG signals over brief temporal windows. Time domain techniques often
employ statistical metrics such as standard deviation, kurtosis, skewness, and mean [8,15,16].
Frequency domain approaches typically involve the use of Fast Fourier Transform (FFT) or
Discrete Wavelet Transform (DWT) coefficients, either directly or through derived statistical
measures of these coefficients [7,9–12,16,18,19]. Owing to the inherent non-linearity of EEG
signals [20], certain studies also focus on extracting non-linear features, including Sample
Entropy, Wavelet Entropy [21], and the Lyapunov exponent [22].

In addition to feature extraction, feature selection is crucial for the development of ac-
curate and efficient machine learning models [23]. Several studies have proposed feature
extraction techniques aimed at reducing dimensionality, such as Principal Component Analy-
sis (PCA) [9]. Nonetheless, many of these techniques do not account for the specific channels
associated with the selected features, which can necessitate the use of numerous electrodes.
This requirement potentially complicates the deployment of compact and embedded devices.

Explainable Artificial Intelligence (XAI) has recently emerged as a promising approach
to elucidate the intricacies of model decision-making processes, offering insights into how
specific outcomes are derived. Such transparency is indispensable in healthcare applica-
tions, ensuring that model behaviors can be understood and trusted by practitioners [24].
An example of an application is the work of [25], which used XAI techniques for predicting
strokes through interpretable analysis of EEG signals.

Among the XAI approaches, the SHapley Additive exPlanations (SHAP) method, as
presented in [26], provides significance values for each feature in predicting the data, as dis-
cussed in [24]. According to [27], where the author conducted a study to identify epileptic
seizures through the analysis of EEG signals using the SHAP technique, interpreting the
model’s output allows us to understand where it needs improvement. They mentioned
three benefits of SHAP: global interpretability (contribution of each feature), local inter-
pretability (each individual sample has its SHAP value), and versatility (usable with any
tree-based model) [27].

In this study, we aimed to develop an efficient method for detecting epileptic seizures
in EEG, focusing on reducing the number of channels used for signal acquisition and data
processing. To achieve this, we applied an interpretable method—SHAP—to optimize
machine learning models that perform binary classifications of EEG segments from interictal
(period between epileptic seizures) and ictal (seizure period) states. Additionally, we also
investigated the spatial proximity of relevant channels to the focal areas of epileptic seizures
in the patients’ database.
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The remainder of this work is organized as follows: Section 2 presents the concepts
and operation of XAI and SHAP; Section 3 discusses related works; Section 4 describes the
proposed approach; Section 5 presents the materials and methods, including the utilized
dataset and experimental setup; Section 6 showcases the obtained results; Section 7 provides
a discussion; and Section 8 highlights the main conclusions and suggests future work.

2. Explainable Artificial Intelligence

Advanced ML-based predictive models, including DL neural networks, can achieve
excellent performance in mapping resources as the input to classes as the output of these
models. Nonetheless, these models are often opaque, resembling ’black-box’ systems,
which may inadvertently contribute to misinterpretations by neglecting data errors or
human biases embedded within the training data, thereby affecting the decision-making
process. Conversely, a transparent ML paradigm fosters the development of open and
accountable models that are designed to address and mitigate such issues [28].

The explainability of an ML model is the elaboration of an interface between the
human and the machine that is understandable to the human. Thus, the decision-making
actions by the ML model need to be explainable [28].

Explainability transforms a non-interpretable model into one that can be interpreted,
essentially delineating cause and effect relationships. Thus, Explainable Artificial Intelligence
is designed to generate results that are readily understandable to users [29]. Consequently,
such models bolster interpretability while preserving the precision of their predictions [30].

SHAP (SHapley Additive exPlanations) is a tool within the Python ecosystem that
quantitatively attributes importance to individual features regarding their contribution
to a model’s predictions, grounding its methodology in coalition game theory, where the
feature values of an instance are treated analogously to players in a game [26,31,32].

One of the possible representations of SHAP values is the SHAP summary plot, in
which features are ranked first by their global impact and then by points representing the
SHAP values. Points that represent each feature of each sample in the graph are created—in
blue, they represent low values of the contribution of the feature, and points colored in red
represent high values, and there may be a color graduation between the points—which
accumulate vertically, indicating the density [33]. Figure 1 shows this type of graph, in
which the influence of certain attributes on mortality is observed. Thus, high SHAP values
indicate, for a given attribute, a greater probability of death [33,34].

Figure 1. Shap summary plot [33].
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3. Related Works

The current landscape of EEG signal analysis covers various applications. There are
works focused on brain–computer interfaces for controlling orthoses/prostheses [35–37],
controlling computer systems and devices [38–40], muscular rehabilitation through neuro-
feedback [41,42], assessing psychological states and emotions [43,44], and diagnosing and
treating neurological disorders [45,46], among various applications aimed at improving the
quality of life of individuals, either in a functional or health context.

In the field of epileptic seizure identification, the landscape is extensive and diverse.
Some works perform seizure identification through EEG signals, as presented in Table 1,
while others use medical images [47–49]. Some works aim to detect only the presence or
absence of a seizure, as shown in Table 1, while others aim to differentiate between seizure
types [50–52], and some seek to predict seizures [53–55].

Table 1. Comparative studies with binary classification (interictal vs. ictal) of EEG signals.

Methodology Performance

Authors: [7] Accuracy: 0.91
Database: TUH F1-score: 0.91

Domain: time and frequency AUC: 0.95
Classifier: Random Forest

Dimensionality reduction: None
Channels: 19
Features: 19

Attributes: 19 × 19 = 361

Authors: [8] Accuracy: 0.93
Database: TUH Precision: 0.94

Domain: time and frequency Recall: 0.94
Classifier: SVM Specificity: 0.91

Dimensionality reduction: None F1-score: 0.94
Channels: 21
Features: 13

Attributes: 21 × 13 = 273

Authors: [9] Precision: 0.73
Database: TUH Recall: 0.79

Domain: frequency F1-score: 0.78
Classifier: Logistic Regression

Dimensionality reduction: PCA
Channels: 21
Features: 5

Attributes: 7

Authors: [10] F1-score: 0.84
Database: TUH

Domain: frequency
Classifier: LightGBM

Dimensionality reduction: None
Channels: 21
Features: 96

Attributes: 2016

Authors: [11] Accuracy: 0.88
Database: TUH Recall: 0.83

Domain: frequency Specificity: 0.91
Classifier: CatBoost

Dimensionality reduction: None
Channels: 21
Features: 96

Attributes: 21 × 96 = 2016
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Table 1. Cont.

Methodology Performance

Authors: [12] (Interictal; Ictal)
Database: CHB-MIT Accuracy: 0.99; 0.99

Domain: time and frequency Precision: 1; 0.98
Classifier: SVM Recall: 1; 1

Dimensionality reduction: None F1-score: 0.99; 0.99
Channels: 22
Features: 18

Attributes: 22 × 18 = 396

Authors: [18] Accuracy: 0.99
Database: CHB-MIT Recall: 0.99

Domain: time and frequency Specificity: 0.83
Classifier: Random Forest

Dimensionality reduction: None
Channels: 20
Features: 8

Attributes: 1328

Authors: [19] Precision: 0.47
Database: CHB-MIT Recall: 0.81
Domain: frequency F1-score: 0.56

Classifier: KNN
Dimensionality reduction: t-SNE

Channels: 21
Features: 1

Attributes: 2

Literature reviews present a more comprehensive and comparative scenario. For in-
stance, Ref. [17] discusses various feature extraction techniques in the time, frequency, time–
frequency, and non-linear domains. Others highlight existing gaps in the field. Ref. [56]
conducted a review on seizure prediction and reported that selecting the most significant
channels is interesting for seizure prediction areas. Meanwhile, Ref. [57] conducted a
bibliographic survey covering both seizure detection and prediction and concluded that
channel selection is favorable for reducing computational costs, especially when the goal
is to implement an online application. In their review work, Ref. [58] encourage the use
of “non-black-box” classifiers as they can be more efficient when the objective is to find
information about seizure localization. Ref. [59] reported some gaps in the research area,
including the need to invest in a type of epilepsy known as absence seizures, due to the
difficulty of visual identification [59].

In this study, a bibliographic search was conducted for publications that employed
ML techniques (excluding DL) for the classification of binary data (interictal and ictal) in
humans with epilepsy. It was chosen to use ML techniques because they are more feasible
for performing model explainability analysis and observing the importance of features [60].
DL models, being “black-box”, make it difficult to understand predictions and are therefore
less interpretable [61]. In addition, DL models are more prone to overfitting [62], have
longer training times, and require a large amount of data [63].

Table 1 offers a comparative analysis of related works, succinctly summarizing the
methodologies employed and the performance outcomes as measured by the metrics
applied in each respective study. The datasets referenced in Table 1 originate from Temple
University Hospital (TUH) [64] and the Children’s Hospital Boston–Massachusetts Institute
of Technology (CHB-MIT) [65].

It is noticeable that works achieving around 99% accuracy require a high number of
attributes, as is the case with 396 [12] and 1328 [18]. In the latter case, specificity was low
compared with recall and accuracy, indicating that despite the large number of attributes,
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there was a challenge in achieving relative precision in identifying non-seizure data as
non-seizure by the classifier.

Studies that applied methods to reduce the number of input vectors, such as Principal
Component Analysis (PCA) and non-linear dimension reduction using t-distributed stochas-
tic neighbor embedding (t-SNE), achieved precisions of 0.73 [9] and 0.47 [19], respectively.
This result highlights the importance of selecting attributes using explainable methods.

Next, we provide a brief description of the works presented in Table 1.
Ref. [7] assessed various machine learning classifiers to distinguish between EEG

records of patients with and without epileptic seizures. They utilized signal complexity
measures and spectral power in different frequency bands for this purpose. In their findings,
they indicated that the combination of complexity and spectral power achieved effective
classification performance using a TUH dataset. However, in the study, they pointed out
the need to consider gender differences as there is variation in EEG signals, which they
intend to investigate in future work.

Ref. [8] developed a method for the automatic detection of generalized seizures in the
TUH dataset by preprocessing EEG signals, extracting features in the time and frequency
domains, and using machine learning classifiers, including Logistic Regression, Decision
Tree, and SVM. SVM achieved the highest accuracy, reaching 0.93 in the binary classification
of generalized seizures.

Ref. [9] used Logistic Regression as a classifier and extracted signal features through
Fourier Analysis, with an emphasis on the energy distribution in different frequency bands.
They also employed PCA and observed improvements in some performance metrics. The
study involved 20 epilepsy patients and 20 healthy individuals. They suggested that proper
feature selection before applying PCA is crucial to achieve significant improvements.

In [10], three wavelet-based feature extraction methods were applied and compared to
classify multiple types of seizures in EEG data from the TUH database. Using the LightGBM
classifier and without performing dimensionality reduction, they achieved a performance
of approximately 0.84 in terms of weighted F1-score for the two classes analyzed.

Ref. [11] developed an automatic classification system for brain signals in multi-channel
EEG records, using Wavelet Packet Decomposition to extract statistical features from frequency
subbands such as mean absolute values, mean power, standard deviation, mean absolute
value ratio, skewness, and kurtosis. Three Gradient Boosting Decision Tree-based classifiers
were employed, with CatBoost achieving a classification accuracy of 0.88.

Ref. [12] developed an Automated Seizure Detection System using SVM and kNN
classifiers and features extracted in the time, frequency, and time–frequency domains. The
authors proposed generating metadata for the CHB-MIT database. Furthermore, they
emphasized the importance of incorporating medical knowledge with machine learn-
ing methods.

Ref. [18] developed a hybrid seizure detection algorithm that combines continuous
electroencephalography and integrated amplitude electroencephalography signals to diag-
nose epilepsy. They extracted features from multiple domains and performed classification
using Random Forest. The study demonstrated high accuracy; however, they claim that
the method is more suitable for longer seizures. They also developed a portable seizure
detection system.

Ref. [19] employed a Random Forest classifier to select the most informative channels
and a KNN classifier for the final discrimination between seizures and non-seizures. Feature
extraction was based on the frequency domain of EEG signals, with 23 patients participating
in the study. The combination of channel selection and non-linear dimensionality reduction
enabled the method to achieve a recall performance of 0.81.

4. Proposed Approach

The proposal presented here for the efficient detection the epileptic seizures using
EEG signals is composed of two phases. In the first one, the main contribution is the
XAI-based approach to feature selection. Then, the second phase uses a similar procedure
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to obtain more efficient results. In both phases, the SHAP XAI Python library was used for
feature selection.

Figure 2 shows the activity sequence of the first phase, which is described as follows:

• Raw data: In this first part, the raw data are downloaded from the site and the training
and test data indicated in the dataset are used.

• Pre-processing: The initial step in pre-processing involves segregating the data into
two distinct classes: interictal (non-seizure) and ictal (encompassing various seizure
types). For the purpose of binary classification, all seizure types are amalgamated
into a single ’ictal’ class. Subsequently, data normalization is carried out followed by
signal segmentation within a specified time window.

• Feature extraction: The features are extracted in the time domain for each of the
channels of the segmented signal.

• Model selection: Training and testing with different ML models are performed. The
ML model with the best performance in accuracy is chosen to be used in the next steps.

• Obtaining the reduced model: Based on the model selected in the previous phase,
attribute selection is performed, considering the attributes that contributed the most
to the prediction according to the SHAP value. New models with a reduced number
of attributes are then trained.

Figure 2. The first phase activity sequence of the proposed approach.

The second phase of the proposed methodology was dedicated to diminishing the
quantity of input vectors by amalgamating the most recurrently significant channels and
features. This phase encompassed two procedures: feature selection followed by obtaining
the reduced model.

• Feature selection: a combination is made with the most recurrent channels and features
(product of the number of most recurrent channels and the number of most recurrent
features) among the attributes that contributed most to the prediction according to the
SHAP value.

• Obtaining the reduced model: A model is trained with the attributes from the combi-
nation in the previous step. The SHAP value is used again to rank the attributes that
contributed most to the prediction, and then new models with a reduced number of
attributes are trained, following the order of relevance.

5. Materials and Methods

In this section, the materials and methods used are presented, including a description
of the chosen dataset and experimental setup.

5.1. Dataset

The database selection for the method implementation followed several criteria: it had
to be a public database; contain data from humans with epilepsy; use surface EEG channels;
include interictal and ictal segments; have at least the channels arranged in the international
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10-20 system; be acquired at a sampling rate between 200 and 512 Hz, as it is the ideal range
for observing epileptic data information [3]; include data from at least two patients; and
provide information about the type of seizures and the brain location of each patient.

The database employed in this research is the publicly accessible dataset from the
University of Beirut Medical Center (UBMC) [66]. This dataset comprises recordings from
six epilepsy patients. The data were captured at a sampling rate of 500 Hz, encompassing
in excess of 7 h of ictal recordings—including Complex Partial Seizure, Electrographic
Seizures, and Video-detected Seizures without observable EEG changes—and over 7 h of
interictal recordings [66]. Recordings were conducted using twenty-one surface electrodes
aligned with the international 10-20 system for electrode placement [67].

Data were selected so that analyses were performed in two classes (interictal and ictal).
In addition, of the 21 available channels, only 19 were used because there were missing
records of two channels (Cz and Pz) in some recordings [66].

The documentation also contains information about the type of seizure for each patient,
which are electrographic or Complex Partial Seizure. The focal points were also recorded,
including Fp2, F4, F8, T6, Cz, C3, C4, T3, T3-P3, T3-C3, right temporal, left hemisphere,
posterior temporal, fronto-temporal, diffuse onset, and no change over surface EEG [66].

The provided dataset is pre-labeled for training and testing across four classes and is
available in the .mat file format. It encompasses 3,505,500 data points designated for training
and 389,500 for testing, resulting from signal acquisition with a sampling rate of 500 Hz [66].

Feature extraction was performed using a window of 1 s (500 samples per second);
thus, the number of entries was reduced to 7011 samples of training data (3479 samples
of interictal data and 3532 samples of all classes of ictal data) and 779 test data samples
(416 interictal data samples and 363 samples from all types of ictal data).

Figure 3 illustrates the international 10-20 electrode positioning system [67], with annota-
tions to facilitate comparison with the patient data from the UBMC database. In the figure, the
electrodes corresponding to regions affected by epilepsy in the patients documented in [66]
are highlighted in blue. The channels that were not recorded, Cz and Pz, are indicated in red.

Fp1 Fp2

F7
F3 Fz F4

F8

A1 T3 C3 Cz C4 T4 A2

T5
P3 Pz P4

T6

O1 O2

Frontopolar

Frontal

Temporal

Central

Parietal

Occipital

Auricular

Figure 3. The international 10-20 system of electrode placement.



Sensors 2023, 23, 9871 9 of 21

5.2. Experimental Setup

In this subsection, the experimental configuration of the presented proposal is detailed,
in two phases.

5.2.1. First Phase

Initially, after acquiring the database, it was decided to use the training and test files
indicated in the database in .mat format. Data were segmented into 2 classes—ictal data
(Complex Partial, Electrographic, and Video-detected with no visual change) and interictal
data (no seizure). Subsequently, the EEG signals were pre-processed through z-score
normalization for each channel. It is important to note that, after obtaining the data from
the website, no additional data cleaning or artifact removal techniques were applied.

Subsequently, the EEG signals were segmented into 1 s time windows (each time
window containing 500 samples). In the next phase, 13 features were extracted in the time
domain for each of the 19 channels (Fp2, Fp1, F8, F4, Fz, F3, F7, A2, T4, C4, C3, T3, A1, T6,
P4, P3, T5, O2, O1): amplitude, skewness, Activity, Complexity, Zero crossing, kurtosis,
Energy, Maximum, mean, Median, Minimum, Mobility, and RMS. Thus, we generated
247 attributes (19 channels × 13 features). The mentioned features, Activity, Complexity,
and Mobility, known as Hjorth parameters [68], were used specifically to represent EEG
signals. The mathematical formulation of these features is described as follows:

Activity

std2 =
∑N

i=1(xi − x)2

N − 1
(1)

Amplitude
amp = xmax − xmin (2)

Complexity

comp =

√
mob(x(t)( dx

dt ))

mob(x(t))
(3)

Energy

energy =
1
N

N

∑
i=1

x2
i (4)

Kurtosis
k =

Q3 − Q1

2(P90 − P10)
(5)

Maximum value
max =

N
max
i=1

xi (6)

Mean

x =
1
N

N

∑
i=1

xi (7)

Median

median =


x N−1

2 +1, for odd N; (8)

1
2
(x N

2
+ x N

2 +1), for even N (9)

Minimum value

min =
N

min
i=1

xi (10)

Mobility

mob =

√
std2( dx

dt )

std2 (11)
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Root mean square

rms =

√√√√ 1
N

N

∑
i=1

x2
i (12)

Skewness
s =

x − mode
std

(13)

Zero crossing

zc = (K − 1)− 1
2

K

∑
i=1

∣∣∣∣ xi
|xi|

− xi+1

|xi+1|

∣∣∣∣ (14)

where xi is the value of each sample at position i. N is the vector dimension. mode is the
mode of the vector. std is the standard deviation. Q1 is quartile 1 of the vector. Q3 is quartile
3 of the vector. P90 is percentile 90 of the vector. P10 is percentile 10 of the vector. For the
calculation of the Median, it is necessary that the data array be sorted. For the calculation
of Zero crossing, observe the sign changes between xi and xi+1 in a series of K samples,
excluding cases where xi = 0 or xi+1 = 0.

Amplitude is a visual feature observed in EEG by experts. Epileptiform brain dis-
charges exhibit high-amplitude deflections, typically in the order of hundreds of micro-
volts, whereas normal amplitudes range between 10 and 100 microvolts. Furthermore,
high-amplitude rhythmic oscillations are used to define the onset and progression of
epileptic seizures [3].

The features Energy and RMS contain important information about the measurement
of amplitude. As seen from the formulas presented, Energy is the average of the sum of a
signal squared, and RMS is the square root of Energy [69].

Second, Ref. [70] argues that through skewness, it is possible to identify distinct and
clinically relevant patterns in sharp waves or spikes. Furthermore, they identified differ-
ences in the distribution of asymmetries between patients with unilateral abnormalities
and patients with bilateral abnormalities, making it a useful tool for characterizing these
types of epilepsy.

The study by [69] indicates that the Zero crossing feature is useful for EEG signal
analysis, as the number of times the signal crosses zero is an indirect measure of the signal’s
frequency. Therefore, high values of this feature indicate a higher frequency.

The study conducted by [69] highlights the utility of statistical parameters in distin-
guishing ictal and non-ictal patterns. Among these parameters, mean, Median, skewness,
and kurtosis are mentioned. Additionally, the researchers note that the baseline of the EEG
signal can be established based on the maximum and minimum values, which are also
explored in this work.

The Hjorth parameters [68] are widely used as features in epilepsy detection
studies [69]. Activity reflects signal power, indicating the spectral distribution of en-
ergy in the frequency domain. Mobility provides information about the average frequency
change and variability in spectral distribution, while Complexity assesses the similarity of
the signal to a sine wave, aiding in the identification of brain activity patterns [71].

The 247 attribute vectors were employed to train seven supervised learning classifiers:
Decision Tree, k-Nearest Neighbor (kNN), Logistic Regression, Naive Bayes, Random
Forest, eXtreme Gradient Boosting (XGBoost), and Support Vector Machine (SVM). The
hyperparameters for these classifiers were optimized using GridSearchCV, with a specific
focus on varying the number of estimators {5, 100, 300, 500} and the maximum depth {1, 3,
5, 10, 50}. Following the training and testing phase, the classifier demonstrating the highest
accuracy on the test set was selected for use in subsequent phases.

The model achieving the highest accuracy was subsequently analyzed using SHAP,
which facilitated the identification of attributes contributing most significantly to the
classification. This tool enables the interpretation of the model’s decision-making process
in predicting the data.
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Upon application of SHAP, the top 20 features with the highest contribution to the
model’s predictive performance were identified and visualized. Subsequently, a series of
20 models were trained and tested incrementally, each incorporating an additional SHAP-
ranked feature. Specifically, model 1 was trained with only the most influential feature,
model 2 with the first and second features, and so on, up to model 20, which included the
first through twentieth features as ranked by SHAP.

This first phase aimed to reduce the number of attributes using models with relevant
attributes incrementally.

5.2.2. Second Phase

The 4 features and the 5 most recurrent channels presented in the first 20 attributes
listed by SHAP in the previous phase were selected. This refined subset, encompassing
20 new attributes (5 channels × 4 features), was employed to train a new model. Subse-
quently, the SHAP analysis was reapplied to this model to rank the attributes according to
their contribution to the predictive accuracy.

The classifier used in this phase was the one that obtained the best accuracy perfor-
mance in the previous phase; however, once again GridSearchCV was used to define the
hyperparameters (with the same variation mentioned earlier) using these new attributes.

Analogously to the first stage, a series of 20 models were trained, each incorporating a
progressively increasing number of SHAP-ranked attributes. This was performed with the
dual purpose of minimizing the attribute count and assessing the performance efficacy of
the newly selected attribute set.

The metrics used to evaluate the performance of the classifiers were as follows: accu-
racy, precision, recall, and F1-score.

6. Results

In this section, the results obtained following the proposal presented in the
methodology—in two phases—are presented, which constitutes the method that enables
the reduction of input vectors in a humanly interpretable way.

6.1. First Phase

Table 2 presents the accuracy values obtained in training and testing using the five su-
pervised classifiers (Decision Tree, kNN, Logistic Regression, Naive Bayes, Random Forest,
XGBoost, and SVM) with the specified Hyperparameter. The result displayed in the table
indicates that XGBoost, with a 97.43% accuracy in the test phase, is the most suitable to be
used as a learning machine for the trained data, namely 247 attribute vectors (13 features
and 19 channels).

Table 2. Classification result using 247 features.

Classifier Hyperparameter Training Accuracy Mean Test Accuracy

Decision Tree
Max depth: 15
Min samples split: 2 92.34% 93.07%

kNN Num neighbors: 1 93.68% 93.58%
Logistic Regression Default 84.69% 84.21%
Naive Bayes Gaussian 79.46% 81.00%

Random Forest
Max depth: 50
Num estimators: 150 96.62% 96.28%

XGBoost
Max depth: 5
Num estimators: 300 97.83% 97.43%

SVM RBF 84.74% 87.29%

Figure 4 shows the graph of SHAP values for the first 20 attributes listed by SHAP
(out of the 247 used in training with the XGBoost learning machine). The technique allows
attributes to be listed in order of importance.
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Figure 4. SHAP value—phase 1.

Observations reveal that specific attribute vectors contribute distinctly; for instance,
elevated values in the Minimum_Fz vector (the Minimum feature calculated on the Fz
channel) yield a negative impact on the prediction. Similarly, in the case of the second most
influential attribute, Activity_C4, lower values are associated with a negative contribution.

The attributes were systematically organized for analysis: the first matrix incorporated
solely the initial SHAP-ranked attribute (Minimum_Fz); the second matrix included both
the first and second most influential attributes (Minimum_Fz and Activity_C4); and this
sequential inclusion continued up to the twentieth matrix, which comprised the top 20 con-
tributing attributes (Minimum_Fz, Activity_C4, Complexity_T5, Activity_F3, Mobility_Fp2,
Complexity_Fp2, Mobility_T5, Activity_Fz, Energy_Fz, Energy_C4, Mobility_C3, Maxi-
mum_T3, Complexity_P4, Mobility_A1, Zero_crossing_Fp2, Zero_crossing_T5, Energy_F3,
Mobility_F4, Mobility_F8, and Energy_T3). Each of these 20 matrices corresponded to one
of the 20 trained models to which they were applied.

Figure 5 presents the performance metrics—accuracy, precision, recall, and F1-score—of
21 models trained using XGBoost, comparing the results obtained with the top 20 SHAP-
ranked attributes against those using the full set of 247 attributes.
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Figure 5. Phase 1—obtained performance.

6.2. Second Phase

In this second phase, the results obtained according to the steps presented in the
second phase of the methodology are presented.

According to Figure 4, the four most common features were Activity, Complexity,
Mobility, and Energy and the five most frequent channels were Fz, C4, T5, F3, and Fp2.
In this way, the 20 new attributes are Activity_Fz, Activity_C4, Activity_T5, Activity_F3,
Activity_Fp2, Complexity_Fz, Complexity_C4, Complexity_T5, Complexity_F3, Complex-
ity_Fp2, Mobility_Fz, Mobility_C4, Mobility_T5, Mobility_F3, Mobility_Fp2, Energy_Fz,
Energy_C4, Energy_T5, Energy_F3, and Energy_Fp2.

Table 3 showcases the performance metrics of the XGBoost classifier, which was
configured with hyperparameters set to a maximum depth of 50 and 500 estimators,
utilizing the previously identified 20 new attributes.

Table 3. Performance of XGBoost with the 20 new features.

Train Acc
Mean Test Acc Real Class Confusion

Matrix Precision Recall F1-Score

96.20 96.40 Interictal 399 17 97.32 95.91 96.61
Ictal 11 352 95.39 96.97 96.17

Figure 6 presents a graph with the contribution of the SHAP values of the 20 most
recurrent attributes selected.

It is possible to observe the contributions of each attribute vector. For example, low
SHAP values in the first five attributes have a negative contribution to the prediction;
similarly, the positive contribution is more present for high SHAP values.

Drawing from Figure 6, the attributes for constructing the 20 matrices were me-
thodically organized in a manner akin to the approach taken in the preceding phase.
Consequently, the initial matrix exclusively encompasses the attribute with the foremost
predictive contribution, which is Activity_Fz. This sequence continues incrementally until
the composition of the twentieth matrix, which incorporates all 20 attributes as ranked
by SHAP (Activity_Fz, Activity_C4, Activity_T5, Activity_F3, Activity_Fp2, Complex-
ity_Fz, Complexity_C4, Complexity_T5, Complexity_F3, Complexity_Fp2, Mobility_Fz,
Mobility_C4, Mobility_T5, Mobility_F3, Mobility_Fp2, Energy_Fz, Energy_C4, Energy_T5,
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Energy_F3, and Energy_Fp2). Each of these matrices was subsequently applied to its
corresponding model within the cohort of 20 trained models.

Figure 6. SHAP value—phase 2.

Figure 7 contains the performance of 20 models trained for accuracy, precision, recall,
and F1-score using XGBoost with the 20 attributes listed by SHAP.

The highest accuracy achieved in this phase occurred with 19 attributes (96.53%), and
with 6 it was already possible to obtain an accuracy greater than 95% (95.93%).

Figure 8 presents the accuracy obtained in the two distinct phases of model training.
In the first phase, employing a single attribute from the full set of 247, the model attained an
accuracy of 79.33%. Conversely, in the second phase, when using only the top SHAP-ranked
attributes from a reduced set of 20, the accuracy diminished to 60.33%. This reduction is
attributable to the fact that the initial selection was made from a larger pool of attributes,
whereas the second was constrained to a more limited subset.

Table 4 shows the comparison of the obtained results. It represents a brief description of
the methodology and the performance according to the metrics used in each experiment.
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Figure 7. Phase 2—performance.

Figure 8. Phase 1 and 2 accuracies (%).

Table 4. Comparison of the results obtained in the two phases.

Methodology Performance

Phase: 1 Accuracy: 97.43
Dimensionality reduction: No (Interictal; Ictal)
Channels: 19 Precision: 98.29; 96.48
Features: 13 Recall: 96.88; 98.07
Attributes: 19 × 13 = 247 F1-score: 97.58; 97.27
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Table 4. Cont.

Methodology Performance

Phase: 1
Dimensionality reduction: SHAP
Channels: 11 (Fz, C4, T5, F3, Fp2, Accuracy: 96.02
C3, T3, P4, A1, F4, F8) (Interictal; Ictal)
Features: 7 (Minimum, Activity, Precision: 96.39; 95.60
Complexity, Mobility, Energy, Recall: 96.15; 95.87
Maximum, Zero crossing) F1-score: 96.27; 95.74
Attributes: 20

Phase: 1
Dimensionality reduction: SHAP Accuracy: 95.64
Channels: 6 (Fz, C4, T5, F3, Fp2, C3) (Interictal; Ictal)
Features: 5 (Minimum, Activity, Precision: 95.69; 95.57
Complexity, Mobility, Energy) Recall: 96.15; 95.04
Attributes: 11 F1-score: 95.92; 95.30

Phase: 2
Dimensionality reduction: SHAP Accuracy: 96.41
Channels: 5 (Fz, C4, T5, F3, Fp2) (Interictal; Ictal)
Features: 4 (Activity, Complexity, Precision: 97.32; 95.39
Mobility, Energy) Recall: 95.91; 96.97
Attributes: 20 F1-score: 96.61; 96.17

Phase: 2 Accuracy: 95.64
Dimensionality reduction: SHAP (Interictal; Ictal)
Channels: 5 (Fz, C4, T5, F3, Fp2) Precision: 95.69; 95.57
Features: 2 (Activity, Complexity) Recall: 96.15; 95.04
Attributes: 6 F1-score: 95.92; 95.30

7. Discussion

A method for reducing channels and features using an XAI technique was introduced
in the creation of an optimized model for epileptic seizure detection. The ensuing section
delineates the outcomes of this approach.

Initially, the XGBoost algorithm emerged as the classifier of choice, demonstrating a
high accuracy rate exceeding 97%, albeit dependent on a full set of 247 features. Subsequent
application of the SHAP methodology to the trained model and corresponding test data
facilitated the generation of streamlined models, which were then organized according to
the predictive significance of their features.

The data depicted in Figure 5 reveal that the model encompassing 18 attributes attains
the highest test accuracy at 96.15%; notwithstanding, a marginal disparity persists between
the precision, recall, and F1-score metrics across both classes. These metrics attain stability
upon expanding to a model with 20 attributes, evidenced by a 96.02% accuracy rate. This
outcome is in close concordance with the results delineated in Table 2, where the XGBoost
classifier realizes a 97.43% accuracy. Such findings corroborate the feasibility of achieving
comparable model efficacy with a substantial reduction in input vectors, exceeding 91%, in
this initial phase.

It is noteworthy that the model, with a configuration of merely 11 attributes, attained
an accuracy of 95.63%, a figure that stands numerically on par with the accuracies reported
in studies employing deep learning models [12,15].

In the subsequent phase of the study, a pattern of recurrence was noted among specific
channels and features within the top 20 SHAP-identified attributes. This recurrence guided
the synthesis of a new set of models, derived from the amalgamation of these frequently
appearing channels and features.

Looking at Table 4, it can be noted that in the first phase, with 11 attributes (Mini-
mum_Fz, Activity_C4, Complexity_T5, Activity_F3, Mobility_Fp2, Complexity_Fp2, Mobil-
ity_T5, Activity_Fz, Energy_Fz, Energy_C4, Mobility_C3) and using of six channels (Fz, C4,
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T5, F3, Fp2, and C3), it was possible to achieve satisfactory performance for binary classifi-
cation. The second phase proved to be relevant by reducing the number of input vectors to
six (Activity_Fz, Activity_C4, Activity_T5, Activity_F3, Activity_Fp2, Complexity_Fz) and
the number of channels to five (Fz, C4, T5, F3, and Fp2), still achieving similar performance
as the previous phase (above 95% accuracy).

It is relevant to relate the five channels selected in phase 2 (Fz, C4, T5, F3, and Fp2) to
the regions where patients’ focal points are located in the dataset. The selected channels,
C4 and Fp2, correspond to focal points in some of the patients. Channel T5 is present in
the following focal regions: posterior temporal and left hemisphere. Channel F3 is present
in the frontotemporal focal region and left hemisphere, and channel Fz is present in the
frontotemporal focal region. Therefore, the selected channels are spatially aligned with the
focal points of patients’ clinical events observed in EEG. This indicates that the method
selects channels that are consistent with the location of clinical events in epileptic seizures.

Numerically comparing the two phases in terms of performance, as depicted in
Figure 8, it becomes apparent that the second phase of the methodology excels. Specifically,
within the range of three to nine attributes (x-axis), the accuracy attains higher values,
which is advantageous for employing the model with a minimal number of input vectors
while still achieving enhanced performance.

Observing the aspects of feature selections, in the first phase, Figure 4 highlights
the most significant feature, representing the minimum value (located in channel Fz),
as a key element in discriminating the data. This observation aligns with the concept
mentioned in [69], emphasizing the role of the minimum value in defining a reference point
for distinguishing non-ictal data from ictal signals. The chart in Figure 5 corroborates this
importance, showing that this attribute alone can achieve a remarkable performance of
approximately 80% in various binary classification metrics.

In the second phase, the most common attributes—Activity, Complexity, Mobility, and
Energy—are often used together in related works, as cited in the study in [69]. Although
13 attributes were initially selected in the first phase, with detailed justifications, it is
noteworthy that these 4 selected attributes are capable of effectively discriminating classes
for specific channels. This fact demonstrates that it is feasible to reduce the number of
features and channels, even in generalist models.

Some potential biases need to be considered in the interpretation of the results: the
UBMC database is limited as it only includes six patients and lacks data for all types of
epilepsy. Therefore, the selected channels may be specific to the patients in the database,
and consequently, the computed features may not be universally applicable, even in more
generalized models. Additionally, the selection based on SHAP may be influenced by
the specific dataset. Hence, generalizing the results requires caution and validation on
additional datasets that utilize the same data segments, such as TUH and CHB-MIT.

It is also worth noting that the SHAP value method assumes that the model features
are independent of each other [26]. This suggests that SHAP may not fully capture the
interactions between the features. This limitation is not favorable for this application since
the sensors are spatially distributed on the scalp, where epileptic discharges are measured
through the channels.

In this way, it was possible to observe that simpler classification models can be efficient
in the identification of epileptic seizures. Additionally, the explainable method of feature
and channel selection allowed for reducing computational effort while maintaining high
performance. This method, by not transforming the dataset, allowed us to verify that the
chosen channels are located in focal areas of epileptic seizures. This encourages further
study with customized models, which may further reduce the number of channels and
confirm if the focal point will always be the best location for extracting data for epileptic
seizure detection.
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8. Conclusions

In light of these observations, the proposed approach has the potential to significantly
streamline computational processes by reducing both the quantity of input vectors and the
complexity of the classification models. Moreover, it may contribute to the simplification of
signal acquisition hardware through a minimized electrode array, all the while sustaining a
high standard of accuracy in distinguishing between interictal and ictal EEG data.

Considering that the methods used in the literature have a large number of input
vectors [10,11,18] (which also requires a greater number of samples for training) and make
use of more robust machines such as DL [13,14], the proposed approach simplifies the
solution by delivering a numerically equivalent performance, employing temporal feature
extraction, using simpler classifiers (XGBoost), and reducing the dimensionality through
an explainable technique (SHAP), enabling model interpretability.

Utilizing a database with detailed focal point locations enabled confirmation that
the model’s most significant channels are spatially proximate to the patients’ focal zones.
This outcome fosters the impetus for subsequent research to investigate personalized
models, which could validate the hypothesis that optimal channels for seizure detection
predominantly reside within these focal areas. Such advancements could further curtail
the requisite number of channels and features, thereby facilitating the development of
mobile applications.

Although a satisfactory performance was achieved, it is necessary to replicate the
method for a database with a larger number of patients that contains information about
the location of the seizures. Creating a universal generalist model is a challenge, as it
depends on a representative database. However, this study encourages the application of
the method in personalized models, where it is expected to further reduce the number of
channels and features.
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Abbreviations
The following abbreviations are used in this manuscript:

CHB-MIT Children’s Hospital Boston at the Massachusetts Institute of Technology.
DL Deep Learning.
DWT Discrete Wavelet Transform.
EEG Electroencephalography.
XAI Explainable Artificial Intelligence.
XGBoost eXtreme Gradient Boosting.
FFT Fast Fourier Transform.
kNN k-Nearest Neighbor.
ML Machine Learning.
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PCA Principal Component Analysis.
SHAP SHapley Additive exPlanations.
SVM Support Vector Machine.
t-SNE t-Distributed Stochastic Neighbor Embedding.
TUH Temple University Hospital.
UBMC University of Beirut Medical Center.
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17. Prasanna, J.; Subathra, M.S.P.; Mohammed, M.A.; Damaševičius, R.; Sairamya, N.J.; George, S.T. Automated epileptic seizure
detection in pediatric subjects of CHB-MIT EEG database—A survey. J. Pers. Med. 2021, 11, 1028. [CrossRef] [PubMed]

18. Wu, D.; Wang, Z.; Jiang, L.; Dong, F.; Wu, X.; Wang, S.; Ding, Y. Automatic Epileptic Seizures Joint Detection Algorithm Based on
Improved Multi-Domain Feature of cEEG and Spike Feature of aEEG. IEEE Access 2019, 7, 41551–41564. [CrossRef]

19. Birjandtalab, J.; Pouyan, M.B.; Cogan, D.; Nourani, M.; Harvey, J. Automated seizure detection using limited-channel EEG and
non-linear dimension reduction. Comput. Biol. Med. 2017, 82, 49–58. [CrossRef] [PubMed]

20. Pritchard, W.S.; Duke, D.W. Measuring chaos in the brain: A tutorial review of nonlinear dynamical EEG analysis. Int. J. Neurosci.
1992, 67, 31–80. [CrossRef] [PubMed]

21. Hussain, L.; Saeed, S.; Awan, I.A.; Idris, A. Multiscaled complexity analysis of EEG epileptic seizure using entropy-based
techniques. Arch. Neurosci. 2018, 5, e61161. [CrossRef]

22. Khoa, T.Q.D.; Huong, N.T.M.; Toi, V.V. Detecting epileptic seizure from scalp EEG using Lyapunov spectrum. Comput. Math.
Methods Med. 2012, 2012, 847686. [CrossRef]

23. Khalid, S.; Khalil, T.; Nasreen, S. A survey of feature selection and feature extraction techniques in machine learning. In
Proceedings of the 2014 Science and Information Conference, London, UK, 27–29 August 2014; pp. 372–378.

24. Saranya, A.; Subhashini, R. A systematic review of Explainable Artificial Intelligence models and applications: Recent develop-
ments and future trends. Decis. Anal. J. 2023, 2023, 100230.

25. Islam, M.S.; Hussain, I.; Rahman, M.M.; Park, S.J.; Hossain, M.A. Explainable artificial intelligence model for stroke prediction
using EEG signal. Sensors 2022, 22, 9859. [CrossRef]

https://www.who.int/en/news-room/fact-sheets/detail/epilepsy
http://doi.org/10.1111/j.0013-9580.2005.66104.x
http://www.ncbi.nlm.nih.gov/pubmed/15816939
http://dx.doi.org/10.1111/epi.17220
http://dx.doi.org/10.1109/JTEHM.2017.2649491
http://www.ncbi.nlm.nih.gov/pubmed/29018634
http://dx.doi.org/10.3390/app12094181
http://dx.doi.org/10.1109/icci54321.2022.9756061
http://dx.doi.org/10.3390/computation9120133
http://dx.doi.org/10.1109/spmb52430.2021.9672286
http://dx.doi.org/10.1016/j.bspc.2021.102957
http://dx.doi.org/10.1111/exsy.12929
http://dx.doi.org/10.1109/TIM.2022.3217515
http://dx.doi.org/10.17756/jnen.2022-092
http://dx.doi.org/10.3390/s22072466
http://dx.doi.org/10.1109/indicon52576.2021.9691717
http://dx.doi.org/10.3390/jpm11101028
http://www.ncbi.nlm.nih.gov/pubmed/34683169
http://dx.doi.org/10.1109/ACCESS.2019.2904949
http://dx.doi.org/10.1016/j.compbiomed.2017.01.011
http://www.ncbi.nlm.nih.gov/pubmed/28161592
http://dx.doi.org/10.3109/00207459208994774
http://www.ncbi.nlm.nih.gov/pubmed/1305639
http://dx.doi.org/10.5812/archneurosci.61161
http://dx.doi.org/10.1155/2012/847686
http://dx.doi.org/10.3390/s22249859


Sensors 2023, 23, 9871 20 of 21

26. Lundberg, S.; Lee, S. A Unified Approach to Interpreting Model Predictions. arXiv 2017, arXiv:1705.07874.
27. Ludwig, S.A. Explainability Using SHAP for Epileptic Seizure Recognition. In Proceedings of the 2022 IEEE International

Conference on Big Data, Osaka, Japan, 17–20 December 2022; pp. 5305–5311.
28. Guidotti, R.; Monreale, A.; Ruggieri, S.; Turini, F.; Giannotti, F.; Pedreschi, D. A Survey of Methods for Explaining Black Box

Models. ACM Comput. Surv. 2019, 51, 1–42. [CrossRef]
29. Arrieta, A.; Dıéaz-Rodrıéguez, N.; Ser, J.; Bennetot, A.; Tabik, S.; Barbado, A.; Garcia, S.; Gil-Lopez, S.; Molina, D.; Benjamins, R.;

et al. Explainable Artificial Intelligence (XAI): Concepts, taxonomies, opportunities and challenges toward responsible AI. Inf.
Fusion 2020, 58, 82–115. [CrossRef]

30. Futagami, K.; Fukazawa, Y.; Kapoor, N.; Kito, T. Pairwise acquisition prediction with SHAP value interpretation. J. Financ. Data
Sci. 2021, 7, 22–44. [CrossRef]

31. Štrumbelj, E.; Kononenko, I. Explaining prediction models and individual predictions with feature contributions. Knowl. Inf. Syst.
2013, 41, 647–665. [CrossRef]

32. Shapley, L. A value for n-person games. Contrib. Theory Games 1953, 2, 307.
33. Lundberg, S.; Erion, G.; Lee, S. Consistent Individualized Feature Attribution for Tree Ensembles. arXiv 2018, arXiv:1802.03888.
34. Miller, H. Plan and Operation of the Health and Nutrition Examination Survey, United States, 1971–1973; DHEW Publication No. (PHS);

Department of Health, Education, and Welfare: Washington, DC, USA, 1973.
35. Shi, T.W.; Chen, K.J.; Ren, L.; Cui, W.H. Brain Computer Interface Based on Motor Imagery for Mechanical Arm Grasp Control.

Inf. Technol. Control. 2023, 52, 358–366. [CrossRef]
36. Delijorge, J.; Mendoza-Montoya, O.; Gordillo, J.L.; Caraza, R.; Martinez, H.R.; Antelis, J.M. Evaluation of a p300-based brain-

machine interface for a robotic hand-orthosis control. Front. Neurosci. 2020, 14, 589659. [CrossRef]
37. Piozin, C.; Altamira, G.H.; Simon, C.; Lavrard, B.; Audran, J.Y.; Waszak, F.; Eskiizmirliler, S. Motion prediction for the sensorimotor

control of hand prostheses with a brain-machine interface using EEG. In Proceedings of the 2022 10th International Winter
Conference on Brain-Computer Interface (BCI), Gangwon-do, Republic of Korea, 21–23 February 2022; pp. 1–8.

38. Vieira, J.C. Interface Cérebro-Máquina Utilizando o EEG Humano: Movendo o Avatar Num Ambiente Virtual Utilizando
Atividade Elétrica do Cérebro. Master’s Thesis, Universidade Federal de Pernambuco, Recife, Brazil, 2018.

39. Alhammadi, M.; Rasheed, S.R.B.; Bonny, T.; Al Nassan, W.; Obaideen, K. Cursor Control Using electroencephalogram (EEG)
Technology. In Proceedings of the 2022 International Conference on Electrical and Computing Technologies and Applications
(ICECTA), Ras Al Khaimah, United Arab Emirates, 23–25 November 2022; pp. 415–419.

40. Jiang, L.; Luo, C.; Liao, Z.; Li, X.; Chen, Q.; Jin, Y.; Lu, K.; Zhang, D. SmartRolling: A human–machine interface for wheelchair
control using EEG and smart sensing techniques. Inf. Process. Manag. 2023, 60, 103262. [CrossRef]

41. Choi, I.; Kwon, G.H.; Lee, S.; Nam, C.S. Functional electrical stimulation controlled by motor imagery brain-computer interface
for rehabilitation. Brain Sci. 2020, 10, 512. [CrossRef]

42. Jacob, S.; Menon, V.G.; Al-Turjman, F.; Vinoj, P.G.; Mostarda, L. Artificial muscle intelligence system with deep learning for
post-stroke assistance and rehabilitation. IEEE Access 2019, 7, 133463–133473. [CrossRef]

43. Krishna, N.M.; Sekaran, K.; Vamsi, A.V.N.; Ghantasala, G.P.; Chana, P.; Kadry, S.; Blažauskas, T.; Damaševičius, R. An efficient
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46. Šverko, Z.; Vlahinić, S.; Vrankić, M.; Markovinović, I. EEG data processing in ADHD diagnosis and neurofeedback. Eng. Rev.
2020, 40, 116–123. [CrossRef]

47. Dev, K.B.; Jogi, P.S.; Niyas, S.; Vinayagamani, S.; Kesavadas, C.; Rajan, J. Automatic detection and localization of focal cortical
dysplasia lesions in MRI using fully convolutional neural network. Biomed. Signal Process. Control. 2019, 52, 218–225.

48. Luckett, P.H.; Maccotta, L.; Lee, J.J.; Park, K.Y.; UFDosenbach, N.; Ances, B.M.; Hogan, R.E.; Shimony, J.S.; Leuthardt, E.C.
Deep learning resting state functional magnetic resonance imaging lateralization of temporal lobe epilepsy. Epilepsia 2022,
63, 1542–1552. [CrossRef]

49. Gleichgerrcht, E.; Munsell, B.; Bhatia, S.; Vandergrift, W.A., III; Rorden, C.; McDonald, C.; Edwards, J.; Kuzniecky, R.; Bonilha,
L. Deep learning applied to whole-brain connectome to determine seizure control after epilepsy surgery. Epilepsia 2018,
59, 1643–1654. [CrossRef]

50. Raghu, S.; Sriraam, N.; Temel, Y.; Rao, S.V.; Kubben, P.L. EEG based multi-class seizure type classification using convolutional
neural network and transfer learning. Neural Netw. 2020, 124, 202–212. [CrossRef]

51. Tuncer, E.; Bolat, E.D. Channel based epilepsy seizure type detection from electroencephalography (EEG) signals with machine
learning techniques. Biocybern. Biomed. Eng. 2022, 42, 575–595. [CrossRef]

52. Roy, S.; Asif, U.; Tang, J.; Harrer, S. Seizure Type Classification using EEG signals and Machine Learning: Setting a benchmark.
arXiv 2019, arXiv:1902.01012. [CrossRef]

53. Wei, X.; Zhou, L.; Zhang, Z.; Chen, Z.; Zhou, Y. Early prediction of epileptic seizures using a long-term recurrent convolutional
network. J. Neurosci. Methods 2019, 327, 108395.

http://dx.doi.org/10.1145/3236009
http://dx.doi.org/10.1016/j.inffus.2019.12.012
http://dx.doi.org/10.1016/j.jfds.2021.02.001
http://dx.doi.org/10.1007/s10115-013-0679-x
http://dx.doi.org/10.5755/j01.itc.52.2.32873
http://dx.doi.org/10.3389/fnins.2020.589659
http://dx.doi.org/10.1016/j.ipm.2022.103262
http://dx.doi.org/10.3390/brainsci10080512
http://dx.doi.org/10.1109/ACCESS.2019.2941491
http://dx.doi.org/10.1109/ACCESS.2019.2922047
http://dx.doi.org/10.3390/computers9040095
http://dx.doi.org/10.3389/fnhum.2014.00906
http://www.ncbi.nlm.nih.gov/pubmed/25431555
http://dx.doi.org/10.30765/er.40.3.12
http://dx.doi.org/10.1111/epi.17233
http://dx.doi.org/10.1111/epi.17233
http://dx.doi.org/10.1111/epi.14528
http://dx.doi.org/10.1016/j.neunet.2020.01.017
http://dx.doi.org/10.1016/j.bbe.2022.04.004


Sensors 2023, 23, 9871 21 of 21

54. Xu, Y.; Yang, J.; Sawan, M. Multichannel synthetic preictal EEG signals to enhance the prediction of epileptic seizures. IEEE Trans.
Biomed. Eng. 2022, 69, 3516–3525. [CrossRef] [PubMed]

55. Asharindavida, F.; Hossain, M.S.; Thacham, A.; Khammari, H.; Ahmed, I.; Alraddady, F.; Masud, M. A forecasting tool for
prediction of epileptic seizures using a machine learning approach. Concurr. Comput. Pract. Exp. 2020, 32, e5111. [CrossRef]

56. Rasheed, K.; Qayyum, A.; Qadir, J.; Sivathamboo, S.; Kwan, P.; Kuhlmann, L.; O’Brien, T.; Razi, A. Machine learning for predicting
epileptic seizures using EEG signals: A review. IEEE Rev. Biomed. Eng. 2020, 14, 139–155. [CrossRef]

57. Yang, S. Machine learning applications for electroencephalograph signals in epilepsy: A quick review. Acta Epileptol. 2020,
2, 5. [CrossRef]

58. Siddiqui, M.K.; Morales-Menendez, R.; Huang, X.; Hussain, N. A review of epileptic seizure detection using machine learning
classifiers. Brain Inform. 2020, 7, 5.

59. Farooq, M.S.; Zulfiqar, A.; Riaz, S. Epileptic Seizure Detection Using Machine Learning: Taxonomy, Opportunities, and Challenges.
Diagnostics 2023, 13, 1058. [CrossRef]

60. Gholizadeh, S.; Zhou, N. Model explainability in deep learning based natural language processing. arXiv 2021, arXiv:2106.07410. [CrossRef]
61. Zhang, Q.; Zhu, S. Visual interpretability for deep learning: A survey. Front. Inf. Technol. Electron. Eng. 2018, 19, 27–39.
62. Li, H.; Li, J.; Guan, X.; Liang, B.; Lai, Y.; Luo, X. Research on overfitting of deep learning. In Proceedings of the 2019

15th International Conference on Computational Intelligence and Security (CIS), Macao, China, 13–16 December 2019;
pp. 78–81. [CrossRef]

63. Shrestha, A.; Mahmood, A. Review of deep learning algorithms and architectures. IEEE Access 2019, 7, 53040–53065.
64. Obeid, I.; Picone, J. The Temple University Hospital EEG Data Corpus. Front. Neurosci. 2016, 10, 196. [CrossRef]
65. Shoeb, A.H. Application of Machine Learning to Epileptic Seizure Onset Detection and Treatment. Ph.D. Thesis, Massachusetts

Institute of Technology, Cambridge, MA, USA, 2009. [CrossRef] [PubMed]
66. Nasreddine, W. Epileptic EEG Dataset. Mendeley. 2021. Available online: https://data.mendeley.com/datasets/5pc2j46cbc/1

(accessed on 03 March 2022).
67. Jasper, H. The ten-twenty electrode system of the International Federation. Electroencephalogr. Clin. Neurophysiol. 1958, 10, 370–375.
68. Oh, S.; Lee, Y.; Kim, H. A Novel EEG Feature Extraction Method Using Hjorth Parameter. Int. J. Electron. Electr. Eng. 2014,

2, 106–110. [CrossRef]
69. Boonyakitanont, P.; Lek-Uthai, A.; Chomtho, K.; Songsiri, J. A review of feature extraction and performance evaluation in epileptic

seizure detection using EEG. Biomed. Signal Process. Control. 2020, 57, 101702. [CrossRef]
70. Gotman, J. Quantitative measurements of epileptic spike morphology in the human EEG. Electroencephalogr. Clin. Neurophysiol.

1980, 48, 551–557. [CrossRef]
71. Prasad, A. Feature Extraction and Classification for Motor Imagery in EEG Signals. Ph.D. Thesis, Kauno Technologijos

Universitetas, Kaunas, Lithuania, 2016. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://dx.doi.org/10.1016/j.jneumeth.2019.108395
http://www.ncbi.nlm.nih.gov/pubmed/31408651
http://dx.doi.org/10.1109/TBME.2022.3171982
http://dx.doi.org/10.1002/cpe.5111
http://dx.doi.org/10.1109/RBME.2020.3008792
http://dx.doi.org/10.1186/s40708-020-00105-1
http://dx.doi.org/10.3390/diagnostics13061058
http://dx.doi.org/10.1631/FITEE.1700808
http://dx.doi.org/10.1109/ACCESS.2019.2912200
http://dx.doi.org/10.3389/fnins.2016.00196
http://www.ncbi.nlm.nih.gov/pubmed/27242402
https://data.mendeley.com/datasets/5pc2j46cbc/1
https://doi.org/10.12720/ijeee.2.2.106-110
http://dx.doi.org/10.12720/ijeee.2.2.106-110
http://dx.doi.org/10.1016/j.bspc.2019.101702
http://dx.doi.org/10.1016/0013-4694(80)90290-4

	Introduction
	Explainable Artificial Intelligence
	Related Works
	Proposed Approach
	Materials and Methods
	Dataset
	Experimental Setup
	First Phase
	Second Phase


	Results
	First Phase
	Second Phase

	Discussion
	Conclusions
	References

