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Abstract: In order to extend the availability of the wirelessnsor network and to extract
maximum possible information from the surveillanmea, propemusage of the power
capacity of the sensor nodes is important. Our waekcribes a dynamic relocation
algorithm called MaxNetLife, which is mainly based utilizing the remaining power of
individual sensor nodes as well as properly relngagensor nodes so that all sensor nodes
can transmit the data they sense to the sink. Hélnealgorithm maximizes total collected
information from the surveillance area before thegible death of the sensor network by
increasing cumulative connected coverage paranatehe network. A deterministic
approach is used to deploy sensor nodes into thsosdield where Hexagonal Grid
positioning is used to address and locate eachosemgle. Sensor nodes those are not
planned to be actively used in the close futura specific cell are preemptively relocated
to the cells those will be in need of additionahs® nodes to improve cumulative
connected coverage of the network. MaxNetLife atgor also includes the details of the
relocation activities, which include preemptive naigon of the redundant nodes to the
cells before any coverage hole occurs becauseabh dé a sensor node. Relocation Model,
Data Aggregation Model, and Energy model of theomalgm are studied in detalil.
MaxNetLife algorithm is proved to be effective, ktde, and applicable through
simulations.
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1. Introduction

A Mobile Wireless Sensor Network (WSN) is a colieot of sensor nodes deployed in a
surveillance area to extract information; where heaensor node has sensing, processing,
communication, and locomotion capabilities [1]. Eagensor node is capable of sensing events,
execute some processing on the sensed data, comateumith neighbor nodes, and change position
when it is required. The main purpose of deployargensor network to a surveillance area is to get a
much information as it is possible, before the semodes, and eventually the whole network dies.
While trying to reach this goal, the researchemsggle with the two constraints: energy scarcityd a
low computation capacity of the sensor nodes. Whereless sensor networks were initially
introduced, mobility was not tailored to the priivdt sensor nodes [2]. As the research in this area
emerged in years, the requirements for the WSN@gipmns are improved as well as the capabilittes t
satisfy those requirements. Mobility is possiblg thost important among all. Mobility studies taegkt
for gaining advantages such as:

* Enabling connectivity of clusters when there i&elbetween the mainland and the islands

* Increasing coverage of the cluster by relocatinynelant nodes to the holes

* Fine-tuning the sensor nodes within a cluster whetter coverage and connectivity can be

performed after relocation

» Healing the network by connecting the islands torttainland by the migration of sensor nodes

Mobility of sensor nodes to fill in a coverage haentroduced, and studied by some researchers
[3-11]. These studies mainly concentrate on findivegmost appropriate sensor node around to fal in
gap just realized. Common features of the studigarighms are:

* They concentrate on solving one problem at a theace not scalable.

» Distributed algorithms, those run on all sensorasodre used without much help of the cluster

head or sink; results in early power exhaustiosenfsor nodes.

» Distributed algorithms will also possibly resultimany nodes relocating to the same hole, hence

causing overlapping.

» The relocation activity starts after the death oschence creating delay to fill in the hole.

* The algorithms include only the relocation activigyhd do not include how the regular works

are to be performed concurrently by the sensor sidtence are inapplicable.

 Too much message traffic between the cells in redeelxtra sensor node, and many sensor

nodes which may relocate potentially to fill in thele; hence causing too much energy
consumption, overhead, and poor data aggregation.

» Their complexities are high.

We introduce MaxNetLife algorithm, which essentiablves the deficiencies of prior algorithms,
and also add some additional features. Each playenely the sink, cluster heads, and the sensor
nodes have their own roles in the algorithm. Deaffit is managed by the cluster head, and excess
message traffic is prevented. The algorithm costalhthe work done by the sensor nodes, hense it i
inclusive. Energy model of the sensor nodes, Rélmtanodel of the sensor nodes, as well as Data
Aggregation model of the network are studied a$ @lathe algorithms, hence it is inclusive. An open
source simulation environment, called MobilSim ésigined and implemented to be used in simulating
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our model using Java programming language. MaxNethlgorithm is tested extensively through the
created test bed.

The rest of the paper is organized as follows. @rap provides the definitions and the related
work. In chapter 3 our new proposed MaxNetLife alpon, which maximizes the cumulative
connected coverage through mobility is proposede performance analysis of our algorithm is
analyzed in chapter 4. Chapter 5 points out thdridmions of our algorithm, and concludes our
paper.

2. Definitions and Related Work

Two important hardware components of sensor nodesemsorsand transmitters The sensing
ranges of sensors define t@verage whilst the transmission & reception ranges ofisraitters define
the connectivityof the sensor network. It is important to provadamnectivity and coverage at the same
time, since a sensed data is not good if it carbeaent to the sink because of the poor connggctivi
After sensor nodes are deployed to the surveillaamsa, no problem regarding coverage or
connectivity may be realized initially, and the saiteal situation may even go for a long periodt, Bu
it is a fate that some nodes, and probably the oleser to the sink will start to die, so that #emsed
information won't be transferred to the sink. Alcehich does not include any node is called as
coveragehole or briefly ashole Another termgapis used to refer to this situation in some wo¥ks.
hole may also consists of more than one vacantwhich of course is a bigger problem. Holes may
start to occur much earlier then expected whenaa gesign is used, a poor deployment occurs, or a
high amount of energy is consumed.

Coverage of the WSN is designated by the colleatiosensing units of the sensor nodes, whilst the
connectivity is designated by the transmitters. manlandis part of the network which contains the
sink together with the sensor nodes those are connéxtiénd sink, either directly or via other nodes.
Sensor nodes in a mainland can send their mesgages sink, by definition. Amslandin the network
contains one or more nodes which are not connécttéte sink; hence, they can send messages to each
other, but can not send any message to the sinketwork isconnectedf every node in the network is
part of the mainlandjot connectedf at least one island exists.

The coverage of a sensor node is not of importame#, the node can send its data to the sink,
which requires that the sensor node must be coathdot the sink, in other words be a part of the
mainland Thus, coverage is not beneficial until connetfivé accomplished. Without a valid route
path between the sender (node) and the received) (s sensed data is worthless. Hence, connected
coverage is useful, while unconnected coverageesod the basic problems in WSNSs.

Sensor nodes have limited energy capacity, andargity batteries is impractical, if not impossible.
Therefore, energy-related study has become anohietense research activity. [12], for exampledri
to decrease number of messages sent by the sevdes m order to decrease energy consumption
within the network. Researches those concentratd®mlesign goals of sensor networks mainly put
forward the importance ahaximum coveraggl3-15] as well aprolonged network lifetimgl6-17].
Embedding the concerns abocbnnectivity coverage and lifetime all together into one simple
parameter would help much to analyze performaneegiven network.
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We propose to use a new design parameter, natnatylativeconnected coveragevhich can be
explained as the combination of all three paramsetiefformally, it can be defined amaintaining
connected coverage for an extended period of. tfroemally, Equation (1) can be used to calculee i
value.C; is themarginal connected coveragat t =t;, andCc¢ is thecumulative connected coverage
the network through network lifetime.

t
C.=2.C 1)
t=0

Many researches are performed on how to find tlet Wway to arrange given number of sensor
nodes to maintain maximum possible coverage. [43Jne of those, and confirms that the hexagonal
model gives optimal performance in terms of reqgirminimal number of sensor nodes for a given
sensor field. SENDROM [18] proposes individual sensodes to be deployed around to be used in
disaster recovery using sensor networks, where ddlecting nodes, called cnodes, are used as the
cluster heads. A distributed data aggregation ahdiah technique, called DADMA is proposed in
[19] for sensor networks where nodes aggregateededteta to the cluster.

In this study, sensor fields are divided itasters and clusters are further divided irttexagonal
cells When only one node is enclosed within a cellisitcalled asmasternode, and it will be
responsible to perform the activities within theli.clf more than one node exists in a given aaike of
the nodes will be referred as thesternode, and the others will be referredradundantnodes. We
further classify redundant nodes as eindranode orexcessiode, depending on their future possible
usage in or out of the cell. If a redundant nodaasined to be used in the same cell after a waiter
the master node dies for example, that node willeberred agxtra node and will be kept within the
same cell for future usage. Redundant nodes th@saa planned to be used in the current cell are
called asexcesmnodes, and existence of excess nodes in a cpéciadly for a long period is against
productivity.

Coverage is an important criterion for the quatifyservice in a sensor network, and handling the
coverage holes received significant attention @fje approach is to deploy vast number of redundant
sensor nodes to the cells. In [5], extra sensoesi@le deployed randomly in the area to be mouitore
if deployed sensor nodes can not achieve the mdj@overage. In order to maximize coverage and
connectivity, some sensor nodes mustrdédecatel to fill the holes by using mobile nodes. As also
stated in [6], locomotion facilitates a number skful network capabilities, including the ability t
self-deploy and self-repair. Relocating excess gotte cells in need of sensor nodes improves
productivity.

When a hole occurs, the obvious solution seemeglarate the closest redundant sensor node to
heal the coverage hole. How to find the closesesxmode may seem trivial at a first glance, but
unfortunately it is not so. It has been pointedtbat there are indeed important issues to consiaeh
as minimizing total energy consumption, minimiziogmpletion time of the overall movements via
cascaded relocations of several sensor nodes, amnohiming average moving distances in cascaded
relocations of several sensor nodes etc. [3].

Mobility of sensor nodes to fill in a coverage hake studied by the researchers. Not only
minimizing the distance to relocate, but also rauyd¢he difference of the remaining energy among
sensor nodes is studied in [7] for a longer syditstime. In [7] it is aimed to find the positiorad
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movement information of nodes to achieve maximumecage and to form a uniformly distributed
wireless network in minimum time and with minimumeegy consumption. Hence, [7] concentrates
on only proper localization of sensor nodes afegloyment and does not consider the latter relocati
requirements.

In [8] a self-organizing technique for enhancing ttoverage of wireless sensor networks after
initial random placement of sensor nodes is pragos&ich can not appropriately handle simultaneous
relocations. One of the weak points is the possibihat more than one sensor node may move
towards the same location. This problem is triedb¢osolved by inserting a delay time, hopefully
different for each sensor. Another problem witts thiudy is execution of the same algorithm by each
individual sensor nodes in every possible oppotyunésulting in extra energy consumption.

In [3], matching redundant sensor nodes to the rageshole is managed in publish / subscribe
fashion. The most possible reason for using a phldlsubscribe algorithm is considering the matghin
problem as a rare case. As a matter of fact, shasfrequent case.

In order to increase coverage by healing the cgeestales, vector based (VEC), Voronoi based
(VOR), and Minimax algorithms are proposed in [§-Mich uses mobility of sensor nodes. The two
problems with [9-10] as pointed out by the sameassh group in [3] is that moving neighbor mobile
sensor nodes may create new holes in that areat takes a long time for the algorithm to termaat
Authors propose finding the locations of the redamidsensor nodes first, and then to design an
efficient route to move to the destination in [Bfe don’t assume that the new approach solves the
problem as effectively as required, since it dogscontain a deterministic approach to select thetm
appropriate node to fix the hole. We will addrdss tssue further in this study.

Authors of [11] propose four Dynamic Coverage Mamance (DCM) schemes that exploit the
limited mobility of the sensor nodes. Maximum erydbgsed (MEB) preferentially moves the neighbor
having maximum energy among all eligible neighbdtnMax Distance (MMD) tries to minimize
migration distance; Minimum D/E (MDE) combines tiigectives of the MEB and MMD by choosing
the node with the least ratio of the maximum dista@ach neighbor can move to their available energy
(D/E); Minimum Distance Lazy (MDL) moves the closagighbor.

After a detailed analysis of earlier works, we Bsime work those need to be implemented in this
area as follows:

» Earlier works working on mobility solves one assiggnt problem at a time; which does a
many-to-one mapping of sensor nodes at a time.athgal problem includes many coverage
holes as well as many redundant sensor nodes m @ate; hence a many-to-many problem
exists.

» If the relocation activity starts after the deatta@ensor node creating the hole, a time deldy wil
definitely happen. Since the delay will occur iimmaskt all relocations, a healthful network
process will not occur. It is more efficient to eneptively relocate a redundant node to a
location just before an expected death of a semswt,in some applications this approach may
be even crucial.

« Data transfer model between the dying sensor noudk the relocating sensor node is an
important issue for the broad picture.

* The content of the data package is very importadtshould be clearly addressed.
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* Sensor node relocation algorithm is not a standealactivity. The regular activities of the
sensor nodes should continue concurrently whiledhlaeation activity is performed.
* The relocation activity indeed demands a more @etaitudy, including:

o There may not be any redundant sensor node awailabl

o The distance between the coverage hole and the awagtble redundant sensor node
may not justify the relocation, most possibly bessaaf the required energy consumption
for relocation. The sensor node may consume mfosgtiall, of the remaining power if
it performs the task; hence not satisfying theaation.

o The possible relocation direction of a redundanssee node may be contrary to general
power consumption within the network. For exampliee cluster containing the
redundant sensor node may be in fast power redugi@se, and most possibly that
cluster may complain coverage hole in a close éutur

* Relocation requirement may be caused by dynamicgshan the mission of the sensor network.
Some area, not included in the initial design, rbayadded to the region of interest (ROI)
requiring group relocation of sensor nodes. [20}lpaddresses this issue by Reference Point
Group Mobility (RPGM).

3. MaxNetL ife Algorithm
3a. Motivation / Key Points / Fundamentals of olgaaithm:

The primary motivation of our algorithm is increa$iCc, cumulative connected coverage ratad
the WSN. It is mentioned above that, in order tachethis goal, maximization of connected coverage
as well as extending network lifetime at the samme tis required, both of which largely depends on
low energy consumption, meanwhile appropriatellyziig the consumed energy.

In our algorithm, we consider the following paraerst

(1) Priority: Some regions in the surveillance area may hagkeehipriority over others. When a
redundant sensor node is to be relocated, holdésnwat region with higher priority should be chosen,
based on the fact that all other parameters araledhe priority may be imposed by the design
parameters, or it may have some technical requimesmsuch as continuously establishing data
corridors among specific regions, or between secifister and the sink, for example.

Methodology for assigning priorities to differenégions or clusters mainly depends on the
properties of projects. As an example, the boundatiie area may have higher priority than the inne
regions in a security surveillance system. At fgfince, dense deployment into regions with high
priorities seems a solution to handle the priomtgnagement; which has some drawbacks. The first
one is that it works only for static priority defion. Priorities of regions may also change dyreatty
after the deployment phase. As the possibilityroatiack direction changes, the segment of theshode
with high probability may change for example. Thisplies that the solution in defining and
processing priority must be embedded into the #lgorto process it dynamically. Handling priority
dynamically in our algorithm increases flexibiliéyd adaptability, without sacrificing efficiencyu©
priority scheme mainly helps us strengthening tloeenimportant sub regions / clusters dynamically.
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(2) Scarcity: If number of sensor nodes in a cluster is redumsdw a threshold level, the sensor
nodes may create an island which becomes discath&oim the mainland. Migrating all sensor nodes
to another cluster may be reasonable in this case.

(3) Being comprehensive: Previous works are concentrated on individuabfams. Some tried to
relocate sensor nodes to initially locate them th&r design locations after initial deploymenif did
not care about latter issues. Others tried to beatrage holes, but concentrated on only one specif
hole at a time. These types of works tried to seiftieer many-to-one problems, such that selectieg t
most appropriate redundant node to relocate andddmeasuch hole, or one-to-many problems, such
that selecting the most appropriate hole to coyarbindividual redundant hole. None of them worked
on extensive many-to-many assignment problems. &gorithm does not only solve individual
problems, but also handles all relocation issuesutfhout network lifetime. It handles the relocatio
requirements starting with the deployment, resumiity relocating sensor nodes to heal the coverage
holes throughout network lifetime until the deathh® whole network.

(4) Adaptability to changesin the mission statement: The algorithm should be robust for possible
changes in mission parameters such as shift initocaf the surveillance area, or changing priesti
of different clusters. Sensor nodes may be requeshove not only for healing the coverage holes
occurred in the network, but also for satisfying tipdated mission requirements.

(5) Data transfer: In order to maintain continuity in data collectjothe sensor node which
relocates to a hole must receive the data of tlael densor node. There are some options to transfer
data between predecessor and the successor nodes:

(a) If the successor node arrive the hole betoeepredecessor die, the predecessor transfers all
data that it owns to the successor node aftercaiioeation.
(b) If the predecessor node dies before successwves, it transfers data either:
i. to the cluster head, or
ii. to one of its neighbor sensor nodes, which weasahfe node

(6) Concurrent processing: Relocating sensor nodes execute the relocatioanopaur algorithm
during the migration, while other sensor nodes etecegular tasks such as sensing, analyzing,
transmitting etc. Thus, relocation issues and aagthsks are processed concurrently. This is an
improvement over the previous studies in this ase&e how the relocating and stable sensor nodes
behave are not made clear in those works. In @ari#hm, only relocating sensor nodes are distthcte
with the migration, whilst all other sensor nodestmue to execute their regular mission without an
interruption. This capability apparently increaseswvork efficiency.

(7) Power Consumption Rate: Our algorithm introducepower consumption ratépcr) of the
clusters, which shows the average energy consumptithe lastl period of time. The sink calculates
pcr of each cluster in each period, and uses it termppively relocate sensor nodes to the cluster
which will require node support in a close futugnk also usegcr of each cluster to predict a
possible scarcity event from being occurred, anig lige cluster head to which cluster should the
sensor nodes migrate.

(8) Uniformity: In addition to maintain connected coverage irigh I[success level, our algorithm
can be used to smoothen sensor node distributiam@riusters when excess number of sensor nodes
are initially deployed in some regions, where seateployment rate exist in others. Uniformity will
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enable utilization of energy more efficiently, stneven distribution of sensor nodes ease the effigi
of algorithms [21]. Some clusters may be intentilyraverloaded by redundant sensor nodes, as it wil
be described in the following paragraph in detail.

(9) Preemptive relocation: Our algorithm enables relocating redundant semsmites to the
locations where power consumption rate is highutlifer parameters are kept same, the sensor nodes
closer to the cluster head are expected to consoione energy, because they will be required to relay
many messages [22]. Hence, those locations areideded to require redundant sensor nodes for
continuity. In our algorithm, redundant sensor reodge migrated to the places where power
consumption rate is high, in which coverage holesexpected to occur in close future. These sensor
nodes wait in standby mode until an active nodks far some reason, after which it switchesoto
mode. This preemptive approach reduces the pedtwleen the death of the predecessor node and the
arrival of the successor node, even makes it ativegaalue by relocating the successor node before
the predecessor node dies.

(10) S.0.S handling: The algorithm should contain an emergency regoptan for isolated sensor
nodes that can not communicate with thainland Every sensor node should be able to run the
recovery algorithm in such a case to migrate t@sitiwn where it will be connected to the mainland
back again. This algorithm prevents the possibés laf the sensor node which is caused by death of
neighboring sensor nodes and / or the cluster logaejocating to a rural district for some reason.

3b. Assumptions:

Followings are the assumptions on the sensor nodee in this study:

» All nodes are identical to each other, in terms of:

o Initial energy level and energy consumption ratecfach action,
0 Sensing range,

o Communication range,

o Programs loaded into the memory.

* Nodes know their positions.

* Nodes have locomotion capability with a reasonaipleed to perform the algorithms stated in
this work.

* Nodes are organized as clusters and the clustels hmarform data aggregation before sending
aggregated data to the sink. Nodes do the sensitigedaying of data packets to the cluster
heads, and cluster heads perform data fusion dawydrrg of data packets to the base station.

* Shape of sensing and communication circle of sensoes are not perfect. This truth, in
practice, means that sensor nodes have minimunmaxdnum affective ranges, depending on
the technical properties of the sensor node equifsrend the environmental conditions. Being
aware of this, we are interested in only the minmimaffective ranges for both sensing and
communication, and use that value in our algorithm.

* Time synchronization of the sensor nodes is peréorm
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Followings are the assumptions on the cluster hewtte in this study:

» Cluster heads have enough transmission range sthdyacan communicate among themselves.

» Cluster heads have much higher processing capalmbiver, and storage capacity than sensor
nodes so that the constituting algorithm can begssed.

» Each cluster head utilizes a database which censfsall of the necessary information about
sensor nodes within that cluster.

» Cluster heads constitutes mobility of sensor nodékin the cluster, compute the power
consumption rate of each individual sensor, prethet possible dissipation/death of each
individual sensor, and arrange migration of a sensde to that point, or request help from the
sink when extra sensor nodes are required.

* Arrange the data transfer between the former aadatiter sensor nodes, undertake the valuable
data if the former will be possibly dead before litéer sensor node arrives

* They must be positioned in appropriate locationsiémage the sensor nodes in the cluster.

3c. Creation and Addressing of the Sensor Network

In this study, the clusters will be referred wikteir Cluster ID starting from 0. Each sensor nade i
a cluster will have its unique ID, also startingrnir 0. Sensor nodes will be identified with the @dus
Id that it belongs to, together with the Node It node within that Cluster.

Because of higher success in providing coveragk thié same amount of sensor nodes, we use
hexagonal grid cell representation for locatingseemodes within clusters. The placement of cluster
head within the cluster is also an important issubexagonal placement of sensor nodes. Figure 1
shows two extreme alternatives for positioning usieads. We suggest each sensor node sends its
data to its neighbor cell in the inner tier, whaables sending data with minimum possible number o
hops among other alternative transmitting routeehEsensor node in Figure 1 is marked according to
number of hops required to send a message whiohgmated from that sensor node, to the cluster
head. The three neighbors of the cluster head @ash & message to the cluster head directly, hénce i
requires only one hop. This is why all neighborghe cluster head is marked with “1”. The sensor
nodes marked with “2” can send messages to theghbers those are marked with “1”, and
transferring data to the cluster head requiresp hall other sensor nodes will have similar bebesi
so that the cost of message transfer from fargestor nodes, which are marked with “8”, requires 8
hops. Assuming that each sensor node sends onedjpgmessage to the cluster head in each period,
total number of hops for sending all messages doctister head in one period can be calculated as
3.1+52+73+94+95+ 9.6 +9.7 + 9.8 =.304e cluster head is positioned on the center in
Figure 1(b), and the sensor nodes behave simikslydescribed in previous statements. The 6
innermost nodes require 1 hop, 12 nodes in the ciexle requires 2 hops etc. Number of required
hops in this case is calculated as 6.1 + 12.2 3 #84.4 = 180, which is far less than the previous
alternative.



Sensors008, 8 2801

Figure 1. Cluster head placement alternatives.

(b) Center

By looking at Figure 1(b), we can easily obsenat,tthe nodes in the inner tiers are bound to make
more hops than the nodes in the outer tiers. Tigsputermost nodes will consume least, and the
innermost nodes will consume highest amount ofggnehen equal number of messages are to be sent
by each node to the cluster head. This result isagrising, and is in accordance with many studie
made for the existing routing algorithms such &.[2

This information has a simple reflection to ourcalthm. We locate redundant nodes in the cells in
inner tiers of each cluster; they wait in standbyds and relocate to the places where nodes exhaust
their energy. This solution is also harmonious wiitth results of [22]. By looking at the number of
hops required for equal frequency of message omatf x number of nodes are required in the
outermost (#) tier, 2 nodes are required in th& 33x nodes are required in th&"2and 4 nodes are
required in the 1, or the innermost tier. Thus, 10% of nodes needuketinserted into the™ 20% into
the 3% 30% into the ¥, and 40% into the®itier. We call this placement method of sensor saate
heuristic deployment, and we compare its succeasistguniform deployment where each cell consists
of same amount of sensor nodes in simulation aisalys

By noticing the charm regarding the advantagesg&hfonal positioning of sensor nodes within the
clusters, and recognizing that similar advantagéde valid for positioning clusters within thersor
field, we choose to hexagonal grid system for elustesign too. Building hexagonal clusters with
sensor nodes those are also positioned in hexagehslprovides (1) an easy data acquisition scheme
(2) proper utilization of data acquiring, (3) sdaldy, and (4) consistent structure. Figure 2 gstssof
a cluster which is built in as a hexagonal shapasisting of 61 hexagonal cells. The required numbe
of hops to send one packet from each cell to thetet head is 180, as calculated before. Figure 2
consists of two different configurations, and thexg@ractically no difference between both. Fig@re
shows the structure of the complete sensor fietd sample amount of clusters as well as sensorsnode
in the clusters. Hence, the clusters are formeldeixagonal shape as well as sensor nodes within the
clusters.
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Figure 2. Hexagonal cluster formation.

3d. Relocation Model: Filling the Hole by Slidingolel (FHSM)

This algorithm provides continuous connectivitytbé sensor nodes within each cluster by filling
out the coverage holes using the sensor nodeswitiei neighbor cells. When a master node dies in a
cell, one of the redundant nodes will become maside, if exists. Otherwise, a coverage hole occurs
In this case, a sensor node from the neighborekltates to the coverage hole. If there is a rédon
node exist the neighbor cell, then that node reéscaOtherwise, the master node in the neighbar cel
relocates. Hence, connectivity of all sensor nadiglsin the cluster is satisfied continuously. Figus
shows which sensor nodes should relocate to fithehole in the inner tier. If cedl creates a hole, a
node from celb fills in the hole; a node from cadlfills in the hole if the master node in cblmoved
to cell a, resulting in creating a hole in cddl We use the terrsliding for filling out the hole in the
inner cell by a node from the outer cell. After seautive sliding relocations happen, a hole mayocc
in the outermost tier as can be seen in Figure, 3fid hence relocation from other clusters may be
required to fill the holes in the outermost tiettloé cluster. Please remember again that aftentdster
node in cella dies, sliding is not required if a redundant nedests within the same cell, where the
redundant node just wakes up to be the master aitelgvards.

Figure 3. Data flow among hexagonal grid cells.

(a) Sliding direction (b) After filling the hole ofa
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3e. Data Aggregation Model: Data Acquisition by ##wning Model (DAPM)

According to our hierarchical communication moasi sensor nodes forward their messages to the
head of the cluster in which they belong to, via pine-determined neighbor nodes. Cluster heads have
higher communication range capacity, which allolent to send the accumulated data to the sink via
other cluster heads, instead of using sensor ndties structure enables both simplicity and efficig

Data acquisition model defines how the data willdmeumulated by the cluster head. For this
purpose, we divide each -hexagonal- cluster inxotgsangular regions as depicted in Figure 4(a).
Sensor nodes are marked with two subscripts. Theifidex represents the tier number, which starts
with 1 for the innermost tier, and increases adivierges outwards. The second index represents the
sequence of the node in that tier, starts withn] ecreases counter clockwise.;Sor example,
denotes the sensor node in thtr, 3¢ node counter clockwise from the edge.

Figure 4. Data flow from sensor nodes to the cluster head.

(a) Triangular data flow (b) Indexing nodes

Please remember that FHSM assures existence afeaindhe inner tier to send data for any node;
otherwise current node needs to slide to fill ia Hole. Each sensor node transmits its message to t
node in the inner tier and in the same trianglec&ithe messages are carried inwards, each massage
eventually transferred to the cluster head by thaerin the I tier. When we look at Figure 4(b), we
can see that sensor nodes on either edges ofitdmglér {S;|(j=1)or(j=1i)} have only one
option, and they send their messages to the seosi@s on the same edge, those are in the inner tier
Si1 sends its message tg;$ and $ sends its message t@1 5. There is a vague situation for the
internal nodes, though. Internal nodes;{|Sj# 1) and (i) } have two options, such that;®an
send its message to eitheq S, or S.1;. Selecting the appropriate sensor node to tratiséemessage
requires some work. We analyzed the situationxXrsigjnificant options as listed below.

(a) Internal nodes may send messages to the node isathe inner tier with the same sequence

index, such that sensor nodg $ends message t@;$ Figure 5a shows this case, and we can
see that sensor nodes in each tier are equallgdpakcept for the nodes in the lower edge, i.e.,
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S, for each tien, which are overloaded. In this case the algorithrsimple and same for each
node except the nodeg: S

(b) Internal nodes may send to alternating directioranh tier. Figure 5b shows this case, and we
can see that Internal sensor nodes in each tidoaded as the same as the previous example,
and sensor nodes in the lower edge now undertak®#d of the upper edge in (a), such that
upper and lower nodes are -almost- equally loadedng themselves, which are overloaded
from the Internal nodes.

(c) Internal nodes in upper half may send to the nedésthe same index, Internal nodes in lower
half may send to the node with one less index, idiate nodes may send half of the messages
to the node with the same index, and half of thesages send to the node with one less index.
Figure 5¢c shows this case, and we can see thaiotihes have smoother load, except the nodes
in the innermost tiers, where the nodes in the taithdve more load than the others. It seems
that the load of the edge nodes in (a) and (b¥laifeed to the intermediate nodes in this case.

(d) Internal nodes in upper half may send to the neddsone less index, Internal nodes in lower
half may send to the nodes with the same index,adiate nodes may send half of the messages
to the node with the same index, and half of thesages send to the node with one less index.
Figure 5d shows this case, and we can see thadipe nodes have overload as similar to the
cases (a) and (b).

(e) Internal nodes (Si,j) may send half of the mess&méise node with the same index (Si-1,j), and
half of the messages to the node with one lowesxr(&i-1,j-1). Figure 5e shows this case, and
we can see that the Internal nodes in each tieloaged exactly equal as in both previous
examples, but the nodes in both sides in eaclateefoaded exactly same, in the contrary with
previous examples.

(H Internal nodes in tiers with odd number of nodey send half of the messages to the node with
the same index, and half of the messages may setitetnode with one less index. Internal
nodes in upper half in tiers with even number afle®send to the node with the same index,
and half of the messages to the node with one linekax. Figure 5f shows this case, and we
can see that the edge nodes have still overlodldeiriiers close to the cluster head, but in the
other tiers loads are well diverged.

We compared number of message loads of nodes imtescin order to argue on the choices and
choose the best one. We want to remind that owmgstsons at the beginning of this section is valid;
hence every node generates a message of its ogatincycle, and sends those messages to the cluster
head via neighbor nodes. According to this asswnpthumber of messages those are sent by the
nodes in tier 9 in one cycle is 9, since each rtoalesfer its own (1 by each node) message. Tier 8
nodes send their own (totally 8) messages plusagesssent by the node in the tier 9. Hence, totally
17 messages are sent by the tier 8 sensor nodethedwf total messages sent by the sensor nodes in
other tiers are calculated similarly, and showable 1. It also shows average number of messages
per each sensor node in that tier.
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Figure 5. Data flow among from sensor nodes to the clustadhe

(a) Omni-directions for all tiers (b) Alternating directions in each tier

98989090
eSS Sctc
HYHLH LR

Yo
et CeCen
et et ey
VHYHYS
etete

32

(e) Partitioning to both neighbors  (f) Smoothening/Uniforming approach
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Table 1. Number of messages sent by sensor nodes in each ti

Tier
9 8 7 6 5 4 3 2 1
Total messagesin thetier 9.00]17.00] 24.00] 30.00] 35.00| 39.00| 42.00 44.00 45.00
Average messages per node |[1.00] 2.13| 3.43| 5.00 7.00 9.75 14,».00/45.00

It is better if all nodes in each tier transfer agamount of messages to the inner tier because of
equal energy consumption eases uniformity in appglyalgorithms. Hence, we want to equalize
number of messages transferred among sensor nodash tier as much as possible. For this purpose,
we prepared Table 2 that shows standard deviatibtisee sensor node loads from the average in that
tier. The letters in the first column refers to treler of the figure in Figure 5. Hence, data iw @
refers to Figure 5(a), for example. The sum ofdbeiations in each tier is given on the last column
We see that the choice (f) is the best amongialtesghe sensor nodes in each tier has the lowtst t
deviations in that option. As a matter of fact,ssgmodes in each tier have lowest variation fréheo
options, not just in the total.

Table 2. Standard deviation of the load of sensor nodesah tier.

Tier
9 8 7 6 5 4 3 2 1 | sum

0.00|0.35]1.13|2.45{4.47|7.50{12.12{19.80/0.00|47.83
0.00/0.35|0.79|1.67|2.83{4.50| 6.24| 2.83|0.00|19.22
0.00|0.23|1.13|1.55|4.47{4.33|12.12] 0.00/0.00|23.84
0.00/0.58|1.88|3.97/6.87/9.53| 11.26] 0.00|0.00|34.10
0.00|0.23]0.73|1.55|2.74{4.33| 6.06] 0.00/0.00|15.64
0.00/0.23|0.73|0.89|2.45/0.87| 4.33] 0.00/0.00| 9.50

- |0 & [O [T |©

3f. Energy Model: Relocation based on power consiomprends of clusters

Energy level of sensor nodes are digitized by taters [0..999] where 999 represents maximum
possible initial energy level of any sensor node] @ represents the exhausted battery case, under
which sensor can not neither sense or communicategelocate.

Our model consists of a clock-driven network, aedde each sensor node sends a periodic message
to the cluster head, if period with the format depicted in Table 3. Thasse nodes also send their
energy level information in everyx(* T ) period to the cluster head, wherés some predetermined
value. Increasing, or decreasirgs a design issue, and will change the amountadfi¢ within the
network.

After receivingNode Status Reparfrom each node within the cluster, cluster hesdutates total
amount of energy of alhj nodes within the cluster with the summation akguation (2), and sends
total remaining energy level of the cluster to sivek using Cluster Status Report, which is depiated
Table 4.
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(2)

Field Name Content

Node ID Node id of the node

Tier The tier of the sensor node
Energy Current energy level of the node

Position in the Tier The index of the sensor node in that tier

Current Status

extra, excess, relocating, dead}
Node Id of the node which stores the data of a deador node. This data
will be transferred to the relocated node aftarriives to the cell

Data Data content of the node

Safe Node

Shows information about current status of the sensde among {master,

Table 4. Cluster Status Report.

Cluster
ID

number of cells
within cluster

number of nodes
within cluster

Total energy of cluster

number of missing nodes
in any cell

number of cells under
critical energy level

When any one of thBlumber of missing nodes in any aa@liNumber of cells under critical energy
level values are not zero, related relocation activegds to be planned in the next immediate period.
The sink considers the values given with tBRister Status Repattogether with the power
consumption ratepcr of each cluster that the sink calculates, to a®aljhe need of clusters for
relocation. It also checks the availability of ¢krs for relocating excess nodes to other clustietisen
preparesSink Migration Instructionas depicted in Table 5, and sends them to theamecluster
headsDonor Node IDis node which is expected to relocate to fill Deprived Cellwhich creates a

hole.

Table5. Sink Migration Instruction.

Donor Cluster ID

Donor Node ID  Deprived Cluster IDDeprived Cell

When theDonor Clusterreceives thesink Migration Instruction it sends correspondingluster
Migration Instructionto the node(s) within that cluster as depicte@iable 6.

Table 6. Cluster Migration Instruction.

Donor Node ID| Deprived Cluster ID

Deprived Ce
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3g. MaxNetLife Algorithm

We depict MaxNetLife algorithm in Figure 6.

Figure 6. Sensor Field Design and Relocation Algorithm

Design the Sensor Network
Analyze Surveillance Area
Create Energy Model of the Network
Calculate Total Number of Nodes Required
Design Deployment Locations of the Sink, Clusteaéiieand Nodes
Deploy Sink, Cluster Heads and Sensor Nodes t&tineeillance Area
Revise Each Cluster in the Network
For each Cluster: Analyze Position of Cluster Head
Relocate Cluster Head if Necessary
For each Cluster: Analyze Position of the Nodesiwieach Cluster
Relocate Nodes if Necessary
Synchronize time among cluster heads
Synchronize time among nodes in each cluster
While (WSN is alive ) do {
// by the Sensor Nodes:
SendNodeStatusRepohy the Sensor Nodes to Cluster Head
SendSensorNodeDataTransferRepost the Sensor Nodes to Cluster Head
I/ by the Cluster Heads:
UpdateClusterStatusDatabase // by the Cluster Heads

Detect coverage hole(s) /l Holes in every clusigiihe determined by the Cluster Head
Detect redundancies // Redundant sensor nodelsendletermined by the Cluster Head
Calculate ClusterEnergy /I Cluster Head calculaitsd energy of the cluster
SendClusterStatusReport /I Cluster Head sends to the Sink

AnalyzeRelocationNeed Il Cluster Head analyzereatisituation to decide on the migration
Consider Priorities /I Cluster Head considersragfipriorities

Send Relocate Reports /I Cluster Head sends t8ethsor Nodes

// by the Sensor Nodes:

RelocatelfNecessary /I Immigrant sensors will @igrto fill the coverage holes

// by the Sink:

UpdateClusterStatusDatabase

Detect Needs for External Nodes // Sink calculat@srnal node requirements of each cluster
Detect Excess Nodes I Sink calculates excesssnb@t each cluster contain

Assign Nodes to Clusters /I Sink determines #oafes required to transfer among clusters

SendSinkMigrationinstruction  // from Sink to each Cluster Head

// by the Cluster Heads:

SendNodeMigrationinstruction // from Cluster Head to the Sensors

// by the Sensor Nodes:

RelocateByAvoidingCollision /I Immigrant nodes witligrate to fill the coverage holes

Run SOSAlgorithm /I Isolated nodes will migratgam the network mainland
StandbyandListen /l Redundant nodes goes to standde

Wake Up if Current Cell is Vacant or RelocatioNiscessary
TransferDataToDescendants /I Loaded Nodes tradafarto the descendant

2808
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3h. Energy Model: Relocation based on power consiomgrends of clusters (cont.)

There exists a preemptive part of our algorithmisTgart handles th&uture / estimatedneed of
sensor nodes of all clusters within the networkkSixamines total remaining energy of clusterd as i
gets the periodi€luster Status Repartfrom the clusters. It analyzes energy consumptide over
time, and tries to predict future node relocati@ech before it actually happens. As it also knows
number of redundant sensor nodes in neighbor ctuated knows expected arrival time of redundant
sensor nodes from those clusters, it informs thetet with excess number of sensor nodes to send
required number of sensor nodes to the clusterédfi® node actually die. Therefore the sensorsiode
will be in the proper position just before the cage hole is formed. And migration phase will take
only a small amount of time, as we defined above.

Each predecessor sensor node tries to transfdaigsto the successor node before it dies. If the
successor node arrive the target cell before thdgmessor node dies, predecessor node transfefs all
its data using the format depicted in Table 7t Hies before, it tries to send the data to the safle,
which is defined by the cluster head, by usingséime format.

Table 7. Sensor Node Data Transfer Report.

Node ID| Cell ID | Data Typel| DatalData Type2| Datap

4. Performance Evaluations

We analyze various parameters related to mobifitgemsor nodes in order to see their affects on
MaxNetLife algorithm. We designed and implementednew simulation environment, called
MobilSim to use in performance evaluation. MobilSim isadpect-oriented simulation environment
implemented using Java programming language.

4a. Performance metrics & Factoring Parameters

We use hexagonal grid deployment and addressingthi® simulations. The Surveillance area is
composed of clusters, and each hexagonal clusteaiog either 60 or 220 cells, depending on the
model which will be mentioned in the correspondpagt below. Nodes are placed deterministically,
and are located in the center of the hexagonal selthat it can cover whole cell using the embddde
sensor. Each sensor node has also enough trangmahge capacity, so that it can transmit its tata
the sensor node in the inner tier as well as otbeghbor cells.

A very important parameter in the model is powenstonption by the sensing, transmission,
processing, and relocation activities. There anéoua studies about power consumption of sensor
nodes in the literature, and we select values c¢mgeose used in [23]. The energy consumptionaslu
used in the simulation are given in Table 8.
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Table 8. Node Energy Properties.

Metric Value (units)

Energy stock of each node 1.000
Energy consumption for sending data 2
Energy consumption for receiving data 1
Energy consumption for computation 2

The cluster head is located in the middle of tlestelr. We model clock-driven networks, and hence
every node generates one data packet in each &8y@anodel both mobile and immobile networks
throughout the simulation, and compare their perforces. When a sensor node is to send a data to its
neighbor cell, and all nodes are dead in that eefipde from the outer node relocates to thaticell
mobile networks. The mobile node can send its dfia relocation is realized and hole is disappbare
In immobile network the hole stays forever, in whitase the gap may prevent data being transmitted
to the cluster head. The simulation ends when ne@enode remains alive within the clusters, as wel
as within the network. Networks in all models aites maximize the amount of total collected
information from the surveillance area before tekattl of the sensor network by increasing cumulative
connected coverage of the network as describedeatmxstions.

We use two different deployment strategies in aonutations. The first strategy, namealjniform
deploymentincludes deploying equal number of nodes to eadh Eeuristic deploymentin the
contrary, includes deploying more sensor node$fie¢ocells closer to the cluster head, as described i
section 3c.

We used two different network types in the simolasi. Inimmobile networknodes are not mobile;
hence they can not relocate to fill in the holesthie contrary, nodes relocate to fill the holenabile
network according to the MaxNetLife algorithm.

4b. Simulation Results

We created various simulation models to measureaffeets of changing relocation cost to be
between { O ... 1,000 }, mobility capability of semswdes as { mobile, immobile }, deployment type
as { uniform, heuristic }, node density in eachl@s { 1 ... 50 }, and time; in order to see theiieats
on the amount of Cumulative Data Transferred toGhester head before the death of the network,
Number of Alive Cells at Different Times, and Cuiaive Connected Coverage of the network.

Simulation Model — 1: Effect of relocation costtansferred data

In this model, we want to measure the affect ajaation cost for mobile sensor nodes on the total
amount of data transferred to the cluster headrédfe network die when uniform deployment is
chosen. We also want to compare success of mohieimmobile networks, by counting data
transferred to the cluster head in immobile netwasing the same parameters (except relocation. cost)
Both mobile and immobile networks have the charattes shown in Table 9.
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Table9. Common Characteristics of Mobile and Immobile Nmtvs.

Metric Value
Deployment type Uniform
Number of cells in each cluster 60
Number of nodes in each cell 1

Total number of nodes in each cluster 60

In order to measure the effect of mobility, we edrihe relocation cost between 1 and 1,000 units.
Actually since the initial energy stock of nodesli®00 units, only energy consumption < 100 seems
reasonable, but we included a wide range anyway.

Figure 7. Effect of relocation cost to number of data arrivedhe cluster head.
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—o— Mobile nodes
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Data transferred to cluster head

1000 4

0 50 100 150 200 250 300 350 400 450 500 550 600 650 700 750 800 850 900 950 1000

Relocation cost

Figure 7 shows the amount of data packets thosedno the cluster head before the network dies,
i.e. no living node remains. Immobile network gextes same amount of (823) data packets
independent from the relocation cost, since reionatost is irrelevant for immobile nodes. In mebil
network, total arrived packets are very high fav Ielocation costs (4559 when relocation cost exjual
50, for example) and decreases as relocation sostases until it is equal to 560 units. Mobile and
immobile networks perform equal if relocation cshigher than 560. Beware of the fact that 560 is
more than half of the total initial energy capag¢ity000) of a node, which is not a practical vaker. a
relatively low relocation cost, mobile network seetm be a very good choice.

Arguments may increase about the reason for motate/ork generating more, or at least equal
number of data for all values of relocation cosewltompared to immobile network. The answer lies
in the fact that mobile nodes choose not to redatigh amount of energy will be consumed. Hence,
especially when the relocation cost is very higke(l400-500), most of the sensor nodes does not
relocate, hence they perform at least as good amranbile node. But, even with that high relocation
cost, some nodes (especially nodes in the outes) tieose still include enough remaining energy jus
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relocates to the neighbor cell which increases ywtdty of mobile network against immobile
network alternative.

Simulation Model — 2: Effect of deployment typedasferred data

We want to measure the affect of the deploymerggypgether with the mobility. Hence, uniform
and heuristic deployments are tested against ebocaost. To see this, we re-created the previous
model, by using 220 cells per cluster instead ofa@l 2 nodes per cell, instead of 1, which add®up
220*2=440 total number of nodes within each clusWe again measured data transferred to the
cluster head until death of the network.

Figure 8. Effect of relocation cost to number of data arritvedhe cluster head (uniform deployment).
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Heuristic network transfers 4032 packets, wheréoami network transfers only 1612 in immobile
network. In mobile network, heuristic network ce=ail4,919 where uniform deployment creates only
12,533 packets when relocation cost equals 50.

Figure 8 has two important results. Heuristic dgplent creates better results in both mobile and
immobile deployment. Heuristic and mobile networding MaxNetLife algorithm outperforms all
other options.

Simulation Model — 3: Effect of node density tosf@rred data

In this model, we measure the effect of node derisitmber of nodes per cell) to the total number
of data transferred to the cluster head before ortwies. We simulated both mobile and immobile
networks as well as uniform and heuristic deploytsieand depicted the results together in Figure 9.
Each cluster consists of 60 cells, and node derssitgried between 1 and 50. Relocation cost i$ kep
constant (50 units) throughout the simulation.
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Figure 9. Effect of node density to number of data arrivethscluster head.
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As we see from Figure 9, number of arrived datketscis always more in mobile network than
immobile network for every node density option. VEiso see from the figure, that heuristic
deployment results in higher total number of pagkiean uniform deployment, a similar result witk th
previous model. We also conclude that number cd gackets is linearly proportional with the node
density for both network choices. The result shtives MaxNetLife algorithm is scalable with respect
to the node density.

Simulation Model — 4: Effect of cell density tortséerred data

In this model, we measure the effect of numberaafes by varying size of the clusters. We varied
cluster size between 60 and 220, and also nodesefiebetween 1 and 50. Relocation cost is kept
constant with 50 units throughout the simulatione \Bimulated mobile networks using uniform
deployment in model.

As we easily see from Figure 10, number of arridath packets is linearly proportional with cluster
size, which is an expected result. The data arriieedhe cluster head seemed almost linearly
proportional to the cluster size too. The resulbveh that MaxNetLife algorithm is scalable with
respect to the cell density.

Simulation Model — 5: Comparing number of alivelc@&lhen Heuristic and Uniform deployment in
Mobile vs. Immobile Network are used

A very important indication about the success ofafgorithm is number of living cells after a
certain period. We already know that higher numifdiving cells contribute increase in cumulative
connected coverage, which is a very important midic for wireless sensor networks. We try to
measure number of living cells as time passeshifnrhodel, number of cells in each cluster is 220;
number of deployed nodes to each cell is 2. Wauded both heuristic as wall as uniform deployment
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options to see a comprehensive result. Relocatish is kept constant with 50 units throughout the
simulation.

Figure 10. Effect of node density to number of data arrivethicluster head.
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Figure 11. Comparing number of alive cells in heuristic deph@nt with mobile nodes.
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Figure 11 shows that, all of the nodes die witlnist f15 units of time when equal number of nodes
is deployed into each cell in immobile network, amithin the first 35 units of time when heuristic
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deployment is used in immobile network. In the cary, nodes live much longer in immobile network
running MaxNetLife algorithm, better in heuristi@an uniform deployment.

Simulation Model — 6: Cumulative Connected Coveratpen Heuristic and Uniform deployment in
Mobile vs. Immobile Network are used

We included the definition of cumulative connectmerage in previous sections, and we will
measure its value against running time in this rhofe have the same options as in Figure previous
model.

Figure 12. Cumulative Connected Coverage
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Figure 12 shows many important indicators aboutstiecess of MaxNetLife algorithm. Immobile
network with uniform deployment dies very early.dife of the sensor nodes closer to the cluster head
is the main reason f&c = 220 in uniform immobile network option. Immabihetwork with heuristic
deployment shows a better performance, since tis&ilmition of the sensor nodes are made
considering early energy consumption by the closetes, but the network still dies early, @ =
516. Mobile network using MaxNetLife algorithm oatforms in both deployment types. Mobile
network with uniform deployment creat€c = 1391. Mobile network with heuristic deployment
creates the best result B¢ = 1641.

5. Conclusions

We propose a dynamic relocation algorithm callekNktLife, which is mainly based on utilizing
the remaining power of individual mobile sensor e®@s well as total remaining power of all sensor
nodes in clusters within the surveillance arealdb aims to maximize the amount of total collected
valuable information from the surveillance areaobefthe death of the sensor network by increasing
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cumulative connected coverage throughout the semstvork lifetime. A deterministic approach is

used to deploy sensor nodes into the sensor fidiére Hexagonal Grid positioning is the selected
method to address and locate sensor nodes, singghe best method to maximize the connected
coverage with a given amount of sensor nodes. Exgedes are preemptively migrated to the cells
when number of sensor nodes is decreased beloveshtid to prevent a possible hole. When early
reaction is impossible, master nodes are relodatede neighboring cells after the hole occurs. The
algorithm also includes details of the relocatianivaties of the sensor nodes. MaxNetLife assures
highest possible cumulative connected coverage rdeensor network dies; thus this work

outperforms all other relocation related algorithridée also developed an open-source simulation
environment, called MobilSim using Java programmiagguage, which we use in simulating our
model.

We created various simulation models to measuraffieets of relocation cost, mobility capability,
deployment type, node density, and time. Resuliee h&oven that mobile sensor network using
MaxNetLife algorithm outperforms immobile networklaxNetLife algorithm is also proved to be
effective, scalable in cell density in clusterslabke in node density in nodes, and applicableuitino
simulation.
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