SensorL008, 8, 3429-3437; DOI: 10.3390/s8053429

SENS0r'S

| SSN 1424-8220

www.mdpi.org/sensors
Article

Motion Compensation of Moving Targetsfor High Range
Resolution Stepped-Frequency Radar

Yimin Liu *, Huadong Meng, Hao Zhang and Xiqgin Wang
Department of Electronic Engineering, Tsinghua @rsity, Beijing 100084, PR China

* Author to whom correspondence should be addregsadail: liuyiminOO@mails.tsinghua.edu.cn

Received: 7 May 2008 / Accepted: 21 May 2008 /iBlubddl: 23 May 2008

Abstract: High range resolution (HRR) profiling using stepgesfuency pulse trains

suffers from range shift and the attenuation/disiperof range profiles while the target of
interest is moving. To overcome these two drawbaeksew algorithm based on the
maximum likelihood (ML) estimation is proposed ihist paper. Without altering the

conventional stepped-frequency waveform, this dtigor can estimate the target velocity
and thereby compensate the phase errors causéeé bgrgjet’'s motion. It is shown that the
velocity can be accurately estimated and the rangide can be correctly reconstructed.
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1. Introduction

High resolution radar is an area of vigorous redeand development in recent years. It is known
that radar’'s range resolution is inversely propowi to its bandwidth. Therefore, the increase in
bandwidth correspondingly improves the radar’s earggolution. However, the wideband radar pulses
complicate the design of transmitters and receiv&iso, such radar receivers are subject to paknti
interference from other sources.

To overcome these drawbacks, Ruttenberg [1] inttedwa kind of radar waveforms containing a
train of pulses whose carrier frequencies wereedkfit from each other. In 1984, the stepped-
frequency pulse trains, with the carrier frequeotgach pulse shifting linearly at a constant stegre
introduced by Einstein, T.H. [2]. The total bandtki@f the pulse train can be synthesized togethér a
the high range resolution profile (HRRP) can beegated by the inverse discrete Fourier transform
(IDFT). Since then, the stepped-frequency pulsedrhave been widely used in high range resolution
(HRR) radars.
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As mentioned in [2-3], the stepped-frequency radaffer from distortion arising from the target’s
motion. An uncompensated non-zero radial velo@tyound to have two effects on the HRRP. The
first one is the circular shift in the HRRP. Theaed effect is the attenuation and dispersion ef th
HRRP [2]. These effects degrade the performancst&bped-frequency radars. Recently, several
investigations have been proposed to mitigate th®rtion caused by target's motion. In [4], two
effective methods called reverse-count method amplitude-interpolating method were introduced to
solve the range shift effect. However, the atteionédispersion effect was not taken into accoumt. |
[5], the distortion of the HRRP from a perturbedg was analyzed, and a numerical model was
developed to simulate the distortion effects. Adkmf phase-coded, stepped-frequency waveforms,
which had lower Doppler sensitivity than the tramial ones, was introduced by Temple in [6]. In, [7]
two successive stepped-frequency pulse trains wsed to eliminate the phase errors of the moving
target. Li et al. [8] introduced a new method usmgltiple stepped-frequency pulse trains and the
robust phase unwrapping theorem to estimate thgerand the velocity of the target. However, the
majority of these methods [6—8pcused on the technique trends, which needed ni#insg and
receiving new kinds of waveforms. As a result, theiplementations on those traditional in-service
stepped-frequency radars were restrained.

A new motion compensation algorithm, based on tleimum likelihood (ML) estimation, is
provided in this paper. It will be shown that thigorithm can estimate the target’'s radial velocity
accurately and reconstruct the distorted HRRP sstalty. Without altering the conventional
waveforms, the new algorithm can be implementetherin-service stepped-frequency radars.

The remainder of this paper is organized as follolwsSection 2, the signal model of moving
targets in stepped-frequency radar systems is flated! In Section 3, the ML estimator of the radial
velocity is derived. Then, using the fast Fourr@ansforms to reduce the computational load, the new
algorithm is proposed. In Section 4, some numereshmples are given to demonstrate the
performance of the proposed algorithm. Sectione8gmts the conclusions drawn from this work.

2. Signal Model

A stepped-frequency pulse train is a series ofgsulmodulated with different carrier frequencies.
The carrier frequency of the first pulsefisand those of the resdt-1 subsequent pulses dgenAf,
n=1,2..,N-1, whereN is the number of pulses amf is the frequency step size. Then, tith
transmitted pulse is

S, (t) = rect(ﬁj [ei277(f0+nAf)t .n=0,1.. N- . (1)

where rect(-) is the rectangular functidnis the pulse widthT, is the pulse repetition interval (PRI)
and the amplitude of the transmitted pulse is sap@do be 1. Supposing that the target is an ideal
point-like scatterer, and disregarding both thergneélivergence on wave propagation paths and the
variation of target’s reflection factor, tinéh received pulse is

t-2(R, +VnT)/ nq I ARy () (2)

T

wherea is the amplitude of the received sigmals the speed of lighty,(t) is the additive noiseR,
and Vg are the initial range and radial velocity of tleget. As in most studies on the stepped-

r(t)=a Eﬁect{
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frequency waveforms, it is assumed tWais constant in the whole coherent processingvatdCPI),
and the target range migration does not exadef?, which is the rough resolution determined by a
single pulse. Each pulse is demodulated with itsesponding carrier frequency, thus the baseband
signal of thenth pulse is

&(t)=amect{t_2(%+VR“T')’ cn

T
The sample of the received baseband signal is
X — g [& 1R tRAN e + W, (3)

The first phase term of the right side of (3) iss®d by the initial range of the target, and tluosd
phase term is the additional phase term causelebsatial velocity. When the target and the radar a
relatively stationary, i.eVr=0, one can use the IDFT to estimate the targatige and to generate the
HRRP. However, if the target and the radar arerelatively stationary, as mentioned in [2-3], the
linear component of the additional phase term wallse the circular range shift and the quadratic
component will cause the attenuation/dispersiorthef range profiles. Both of them are significant
distortions in using stepped-frequency pulse treongenerate the HRRP. However, once\thés able
to be estimated, the additional phase term carobgensated, and the HRRP can be reconstructed as
well.

:||]3—j4n(fc+nAf)(R)+VRnT,)/ <4 \M ( t) .

j4n{ fVRT N+ VR TA R f ¢

Denoting
n=-4n(RAf + £\ T)/ ¢, (4)
and
u=-4mV TAf I c, (5)
(3) can be re-written as
x=a@™ ey, ©)

Supposing that a target is composedbgcatterers and the amplitude of the received guise each
scatterer is, .k =0,1,.. ,K -1, the baseband signal is

K-1 ) 2
gn - Zak |}J(’7kn Hn ) + V\{ﬂ (7)
k=0
wheren, anduy are determined by the range and velocity of eaaltexer as proposed in (4) and (5).
; 2 ; + ; 1)+ _1\2 T
Denoting Q, ={1,ej(”k1+”kl),ej('7k2 e?) ,é(”k(N YNy )} , where([)' is the transpose operation,

equation (7) can be re-written in the matrix foas,
g=Qao+w, (8)

whereg=[gy, Gy Guca] » W=[Wo, W W] @ =[ag, a0, ] and @ =[Q), Qe Q]

3. Velocity Estimation and M otion Compensation
3.1. Maximum Likelihood Estimation of the TargeloZity

The motion compensation and range profiling of avimg target can be seen as the estimation of
the scatterers’ amplitudes, ranges, and velocifesording to (7), this problem is the same as the
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estimation of{ak,nk,yk}::_: through the observations vectgr Supposing that the noise is additive
K-1
k=0

white Gaussian noise (AWGN), the ML estimation{aﬁ,nk,/,lk} can be obtained by minimizing

the following cost function:

C({amonmbs)=lo el ©
where|[]| denotes the Euclidean narMinimizing (9) with respect ta yields
a=(e"2) a"g, (10)

where (D)H Is the conjugate transpose operation. Substitfiyinto (9), we get
= ~ 12
C({ak,qk,uk}::()l)=||g—Qa||
=g'g-g"e(e"a) ot
g'g-g'e(e"e) g 1)
Then, the ML estimation dfr,., 4}, can be achieved through
{Ae 21} :_‘1 = arg ma{g”ﬂ(ﬂ”ﬂ)_lﬂ”g} : (12)
B 1 1My
As assumed in the previous section, the radial citgloof each scatterer is the same. Thus,
o= =...= e, =M,and

L2 .2 . _\2 . : i _ T
Q, =diag{1, gt gn? Y }[1 ) )i ﬂ k0, , K. (13
Supposing that the number of puldd$] 1 and the range intervals between the scatterelsiaer

) c
thanAR (the range resolutioddR =———— [3]), we have
( g 1) ONAT [3])

(@) =21, (14)

wherel is theidentity matrix.Substitute (14) into (12), and then the ML estimtbf{qk,u} ::_01 can

2} . (15)

be modified as
(A i} =argma{g” 00" g}

K-1
=argma
g ”klﬂ{z

g“diag{ 194 @ . ,éu(N-l)z}[ 140 @d) ,igk(w—l))T

k=0

According to (5), the velocity of the target candohieved as

V, = -fc/ (47TAf) . (16)
So the quadratic phase term caused by radial ¥glcan be compensated through
g'= diag{l, g gz éj[’(N'l)z} g. (17)

And the total additional phase term caused by ragiacity can be compensated, as
47N ( 1T T AR/ c

X' = X€
Finally, the HRRP of the moving target can be gateet by the IDFT ofx,', X "...., %, | -

(18)
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3.2. The Motion Compensation and Profile ReconsitsndAlgorithm

With the above-mentioned preparation, the motiommensation algorithm will be introduced in
this section. If the number of scatterd{sis supposed to be known, the ML estimation of the
parameters are obtained as follows.

Firstly, the parameter is assumed to be known, @&su'. Then, the additional quadratic phase term
caused by radial velocity is compensated by usiig. (

Secondly, the FFT is adopted to estimate {iAg"

k=0

in (15) for the purpose of reducing the

computation load. The FFT is performed on the compted signal vectay’, and thesquares of
amplitudes of the FFT results are calculatedras |FFT(g )H2 The largesk components of vector
F, are chosen, and their sum is denoteasThe S, is a function ofz'. The estimation o{nk} ::_01

is the frequency corresponding to these larestmponents.
Thirdly, the S, is maximized with respect tg'. Then, the ML estimation ofz, denoted agz,

can be obtained through
hE arg max {s.}. (19)

H
U AN in T, AF 1 ¢~ ANg ey TA T/ ¢

where Vg, V,

Rmax

] is the search space of the target radial velocity.
Finally, the estimation of target radial veloc\fy can be derived according to (16). Then, applying

the first and second step given above,{vhg}::_: can be achieved. The is finally obtained through

(10).
As the FFT is not exactly equivalent to the ML estior of{77,} _ in the second step, we call the

above procedure the simplified ML estimation (SMLE} long as the estimation of radial velocity is
obtained, (18) can be used to compensate the meffeat. The IDFT can be performed on the
compensated signal to generate the undistorted HRRP

However, if the target is non-cooperative, the nantdf scatterer& cannot be supposed as a prior.
Thus, one should estimaté before applying the SMLE algorithm proposed héree minimum
description length (MDL) criterion introduced bytsearz [9] is adopted here to estimate the number
of scatterers. Schwarz’s approach is based on Bayasguments. It is assumed that each hypothesis
of K can be assigned a prior probability, and proposedelect theK that yields the maximum
posterior probability. Using the MDL criterion, thember of scattere#s can be obtained by

. ~ A A K= 1
arg rrlgln{ MDL(K) =~ Iong[x0 X e Xos (G ,uK}::Ol]+§ K IogN}, (20)
K-1
k=0

where{d,.7,.},_, is the ML estimate of the parameters, dogiM, [xoxl o K@ A 1 ::ﬂ

is log-likelihood of the ML estimate of the paraerst

An example is introduced here to validate the MDitecion in our topic. We consider a moving
target including four scatterers. The number okeslin the stepped-frequency train is 512, and the
signal-to-noise ratio (SNR) is 0 dB. The SMLE alton is used to yield the ML estimation of
parameters and the following values for the MDltezton (see Table 1).
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Table 1. An example of the MDL criterion.

K 1 2 3 4 5 6 7 8 9 10
MDL | 1100| 924.99| 748.11| 572.3| 574.9| 576.12| 577.36| 578.7| 580.14| 581.6

The minimum of the MDL is obtained, as expectediiieK = 4.
With the MDL criterion and the SMLE algorithm progemdl above, the scatterer number and the
velocity of the target of interest can be estimatiectively as follows.

Step 1 Assume that the number of scatterens+4.
Step 2 Obtain scatterers’ parameters by using SMLE.
Step 3 Calculate the MDLK).

Step4  AssumeK=K+1, andrepeatStep 2andStep 3.

Remaining StepsContinue the similar steps, until the minimMDL(K) is achieved. Then, use
(16) and (18) to compensate for the radial veloatyd perform the IDFT on the compensated
signal to generate the reconstructed HRRP.

4. Numerical Examples

In this section, some numerical examples are gigeshow the performance of the proposed new
algorithm. The noise is AWGN in all of these sintidas, and the parameters of the radar waveform
used in this section are shown in Table 2.

Table 2. Parameters of the simulated stepped-frequency pras.

Parameter Value
Radar center frequencig)( 9 GHz
Frequency step sizaf) 1 MHz
Pulse numbenN) 512
Range resolutionAR) 0.293 m
Pulse repetition interval (PRI 1 ms
Pulse width T) 0.5us
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Figure 1. Root mean square error of the target velocityne&NR.

RMSE(VR), m/s

First, we consider a moving target including onhecscatterer. The range and the velocity of the
target are 128R and100m/s, respectively. The number of scattekeis supposed to be known in this
simulation and the SMLE algorithm is used to estenthe velocity of the target. 2000 Monte—Carlo
trials are run. The results are presented in colsgamwith the Cramer—Rao bound (CRB) [10-11].
The accuracy of the estimated velocity is measbyethe root mean square error (RMSE), defined as

N 2
\/NLZ(VR —VR) , whereN;=2000. Figure 1 shows the simulation results of $MLE for target

r i=1

velocity versus various SNR. For SNR-df0dB or higher, the SMLE algorithm reaches theropth
estimation accuracy.

Another moving target including seven scatterersassidered. The ranges of the scatterers are
140AR, 153AR, 186AR, 195AR, 208AR, 251AR, and 25&R. Their amplitudes are 0.2, 0.3, 0.5, 0.7,
1.0, 0.7, and 0.2, respectively. And the targeiatacklocity is 100m/s.

The number of scatterers is obtained through the_Miterion and the radial velocity is estimated
by the SMLE. Simulation results are presented gufé 2.

Figure 2. Simulation results of the moving target includs®yen scatterers.

ir 0.15 \ \ \ \ \ \
Profile truth | | | | | |
S
""""" Motion 0125 ~———+ - ———4 - -~ - — ==~ — ===~ = = — 4 — —
0.8 \ | | | | | |
\ I I I I I I
\ I I I I I I
0.7 | P O N I S o L L1
s TN T
o 13 N I I I | |
s | 4 \ | | | | I I
£ 05f I > 0075F - - - AF————+4-———- == === [ [ A
£ 11 | * I I I I I
< i 2 N I I I I I
04r 11 o [N I I I I I
il 0_05,,,,,L,,”>~,J ,,,,, - ___ _____ L____1__]
0.3F i I U I | I |
i I R I I I I
i | [N | | | |
0.2 ik . | | ’“\\ | | |
e [ e VU R
0.1 4 'é; | | | ‘N*"‘k |
50 100 150 200 250 300 350 400 450 500 -12 -8 -4 0 4 8 12
Range Cell SNR, dB

(@) (b)



Sensors008, 8 3436

Figure 2(a) is the comparison between profile trptiofiling result with motion compensation and
without motion compensation. The SNR-8dB. It is shown that the profile result without oo
compensation (the red dotted line) is badly attesthand distorted, when compared with the profile
truth with no motion (the blue solid line). Howeyéhe target velocity can be estimated through the
algorithm proposed in this paper, and the HRRPoisectly reconstructed (the green dashed line).
Figure 2(b) shows the accuracy of the estimateolcitgl

5. Conclusion

In this paper, a new algorithm based on the MLneaiion is proposed for HRR profiling of moving
targets. This algorithm can be implemented on theervice stepped-frequency radar systems, without
changing their waveforms and system structures. pemormance of this algorithm is guaranteed by
the asymptotical optimality of the ML estimatior2]1 The simulation results also show that the new
algorithm can estimate the target velocity acclyaad then reconstruct the HRRP correctly. Future
work could include investigations into fast algbnits for the SMLE and how to extend this algorithm
for maneuvering targets.
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