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Abstract: In this work, a 2-D subaperture polar format altjori (PFA) based on stepped-
chirp signal is proposed. Instead of traditiondspusynthesis preprocessing, the presented
method integrates the pulse synthesis process tildorange subaperture processing.
Meanwhile, due to the multi-resolution propertysoibaperture processing, this algorithm
is able to compensate the space-variant phase auged by the radar motion during the
period of a pulse cluster. Point target simulatias validated the presented algorithm.
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1. Introduction

Synthetic aperture radar (SAR) becomes an impottasitin modern remote sensing for its all-
weather, day and night capability to provide highalution maps of scene of interest. The demand for
radar images is constantly pushing for finer retsmhs. This quest for the resolving power has two
major consequences [1-2]: first, their useful baidthv should increase in proportion with the
resolution in range. Second, the length of thelmtit antenna should increase in proportion with th
along-track resolution.

Due to technical limitations, particularly the li@id sampling rate of the analog to digital
converters, synthetic bandwidth technique [3-6]pisposed to solve the hardware challenges of
wideband radar. As compared to the commonly usetkland linear frequency modulated (LFM)
radar waveform, by adopting stepped-chirp wavefand applying synthetic bandwidth techniques, it
is possible to achieve high range resolution wsiikk retaining the advantages of lower instantarseo
receiver bandwidth and lower analog-to-digital shngprate. However, the relative motion between
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the radar and the target during the period of aguluster is not always negligible. If it is nakén

into account, as a consequence, it may resultrioqpeance degradations, such as range error, toss i
signal-to-noise ratio, and degraded range resolutimfortunately, the phase errors resulted frois th
motion are space-variant. The traditional synthietindwidth techniques only compensate these errors
corresponding to a specified point target, for eplemthe scene center. Consequently, the purpose of
this paper is to compensate this space-variantepasr.

With respect to the azimuth dimension, high resofuts obtained by coherent integration over a
large aperture. The generally linear radar flighjeictory assumption, which is the basis of freqyen
domain image formation algorithm, is deviated, esdly when nonplanar motion (NPM) occurs.
Polar format algorithm (PFA) [7-8] is a popular Ihigesolution spotlight SAR algorithm due to its
efficient NPM compensation capability. However, do¢he planar wavefront approximations made in
PFA, the data exhibits space-variant phase errsnagration errors, which limit the focused scene
size. Then, subaperture algorithm [9] is propo§aek to its space-variant phase correction capgbilit
fine resolution imaging of large scene becomeslavia.

In this paper, a new image formation algorithm whiacorporates the synthetic bandwidth
technique with subaperture processing is propdsestead of traditional pulse synthesis preprocgssin
it integrates the pulse synthesis into range subajgeprocessing. Meanwhile, it is able to compensa
the space-variant phase errors caused by the mamtaon during the pulse cluster.

Figure 1. SAR geometry.
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2. SAR Signal Modeling

Consider a spotlight SAR operating in the geometryigure 1, for simplicity, we only examine the
case in which the sensor travels in a straightdineonstant velocity. The central point of thengces

defined as the origin of the coordinate system, raadr antenna phase center (APC) is identified by
coordinategx, y,z) . The variablea, and ¢, are the APC’s instantaneous squint angle and rigazi

angle, respectively, at the nth LFM pulse. Theyataqr and ¢, at the center of the aperture. The
distance from the APC to the scene centgf.isln this paper, we account for the broadside
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mode only, thena,=0 . A target scatter is located(sf,s,,0), and the range from APC to this
target is measured by. After performing dechirp andesidual video phase (RVP) elimination

on the echo signal of the nth pulse, we can expghesBoppler phase history as [7]
f(n,i):exp{j“{(fowti)&} (1)
whereR, = (rCn —rsn) is the differential rangeg is the velocity of light,f, is the carrier frequency of

the transmitted signal; is the chirp rate]; is the sample interval in fast timejs the range sample

index with—1/2<i<1/2-1, andnis the index value of pulse number witiN/2<n<N/2-1.

The differential ranger, can be expressed as [7]

R, =s,cosp, sinr, —s, co®, cos, +I,
2
= cop, cosrn(@ tam, —s, +E(n)) @

Wheref(n) :m, which is caused by the assumption of planar wawef By using the

Taylor expansioné (n) can be expressed &{n) = &, + &n+&,n* when the cubic and higher order

terms are ignored. Since the coefficients of tlok/pomial are dependent on the target positiors thi
error is space-variant.
Inserting equation (2) into equation (1), the sadgdignal can be represented as

f(n,i):exp{j4?”(fo+yTSi)cosa;?n coan(g tam;sw{(n))}

®3)
= eX|{)an( }ﬁoi)(g taun—sy+5(n))}
wherex, = 47?0 cosg, cosr, and S, = yf T, :
0
Performing range resampling formulated by
K (14 i) = o (1+ i) @)
wherex, = 4Zf° Cosp, Cogr,is a constant, we can have the phase history as
f (n,i')=exp[ o 2B ) (s, tarm, s, +£(n))} . (5)

For the purpose of clearness and simplicity, W s$ei instead ofi in the following discussion.
Then, equation (5) is expressed as

f, (i) =exe] i, (2 B (s, tarm, —s, +£(n))} 6)
If the space sampling positiamsatisfied tamr, = dan, whereda is constant, the range resampled
signal can be modeled as

f, (i) = exp| ji, (1+ Bj) (sdan-s, +&(n))} . )
3. Two Dimensional Overlapped Subaperture Polar format Algorithm (PFOSA) [9]

Equation (7) is the phase history after range redam In full aperture PFA image formation, we
get the image by performing an azimuth resamploigpied by a 2-D DFT, or an azimuth chirp-z
transform (CZT) followed by a range DFT. Howevengdo the space-variant phase error té(n)
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the focused scene size of interest is constrainetet very small in ultra-high resolution SAR.
Subaperture algorithm, which can provide coarseluéisn images before the final fine resolution
image formation, has been proposed to overcomectimistraint [9]. Due to the coarse information of
the individual scatter’s location extracted frome tboarse resolution images, the compensation of
space-variant phase error becomes applicable. dnfdtiowing, we briefly review of the PFOSA
proposed in [9].
First, we divide the azimuth and range aperture satbapertures, respectively, by making
”_— m +A4,m, 8)
=K + ok,
wherem is the azimuth intra-subaperture index limited withM,/2<m <M,/2-1, m,is the
azimuth inter-subaperture index limited withirtM,/2<m,<M,/2-1, A,is the azimuth data
decimation factor, k; is the range intra-subaperture index limited withK,/2<k <K,/2-1,k,is
the range inter-subaperture index limited withid,/2<k,<K,/2-1, and 1, is the range data
decimation factor. Using equation (8), we rewrite equation (7) as
fL(m, Myl k;) = ex Jkof B Bkt k) (sda(mra m)-s +&(m#am)) . 9)
Next, applying the quadratic order approximatiorf()h) and rearrange equation (9) following the
index m, k;,m,,k,sequentially, we get

f (m,m,;k,k,)= exp{ ixo(-s, +£O)}

@xp{ io (1 By (Kt k) ((sda+e+ ZAm)m+e gnzl)}

@xp{ Koy (5,000, =5, + £, £ i+ m)z)k} (10)
x| 6, (1 fuirk,) (s o+ 28 )m o+ e 0. )]

exp Kooty (S, +£0) K}

where, the first term is a constant, which is netgle in the following discussion. The second amdlth
terms are the azimuth and range intra-subaperunest which correspond to coarse resolution image.
The fourth and fifth terms are the inter-subaperti@rms, which correspond to fine resolution image.

Also note that each exponential term contains sonaesired error phase. In the subaperture terms, we
choose subaperture siid, and K, in such a way that the phase error terms causedavgfront

curvature in the subaperture can be neglectesl.higlpful to note that error terms in the last tewns
can be compensated due to space position informatxtracted from the coarse resolution images.
Now to facilitate the analysis, we rewrite equatf®f) as following

f(m,mysk k) = x| o 2 Bkt ek )) (sdam)}
O e>{pj/(0,80(—sy)kl+ j(pel}
0 ek, ( HByuk,) (sdan )m,+ jg }
O e>{pjko,80u2(—s\/)k2+ j@z}
whereg, = k,B.sdab mk,, @, =k, (1+,80,uzk2)(£1A m,+e (A m )2) ,and @, = K Bl € K,

are the undesired terms, which should be compeahsgatais algorithm.

(11)
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From equation (11), the processing strategy isrcléast, perform a CZT across, following by
phase correctiog,, and then perform a DFT acrdsdo get the coarse resolution images. After the
second phase error compensaypn we perform a CZT across, to get azimuth fine resolution.
Finally, after compensating the third phase erssmty,, a DFT acrosk, results in the final fine

resolution image.
4. Stepped-Chirp based PFOSA (SCPFOSA)

To reduce the transmission bandwidth, and meanvibilechieve the high range resolution, it is
possible to transmit series of narrow-band sigradstered at different carrier frequencies. For
example, an equivalent wideband LFM chirp can lsem@mbled from lesser-bandwidth chirp segments
in the data processing stage. These subchirp signddich are referred to as a pulse cluster, are
transmitted as separate pulses, each with their oamer frequencies. The carrier frequencies
distribute sequentially to keep the spectrums dogahe desired bandwidth.

Now assume that each pulse cluster Kashirp segments each with bandwi@h the carrier
frequency of the middle subchirpfis and the step carrier frequenc;&fs(Af < BS). Then the center
frequency of thek,th (-K,/2<k,<K,/2-1) subchirp isf, + k,Af . Analogous to equation (3), after
preprocessing, theth backscattered echo signal in théh pulse cluster can be represented by

fnkle)=on | {1,k 7Tk o, oo, (5. tan,, 5 +e(nk])} 12)

wherek is the range sample index in each chirp segméntis the chirp segment index, ands the
cluster index. It is important to note that thezgng anglep, , and squint angler,, vary not only with
indexn, which is desirable, but also wikh, which is undesirable. The latter changeppf and a,,,

is resulted from the radar motion during the puliester. Neglecting this variation will introduce
space-variant phase errors which limit the focusszhe size. But in equation (12) it does not appear
explicitly. To illustrate this effect, we develop @olynomial expression by using Taylor series
expansion.

The key to analysis of the characteristics tioé equation (12) is to have expression for
cosgp,, cosr,, in terms otana,, . From the geometry in Figure.1, it is easy to et following

relationship

1
cosg,, Co®,, = (13)

’ \/1+ tarf ¢, ,+ tarfa,,
where g, , is the grazing angle at the aperture center gooreting toa,, =0.

Since the wavefront curvature error telzﬁﬁn, kz) does not play an important role in this

development, it is neglected. Then inserting egua(iL3) into equation (12) and perform a Taylor
series expansion, we get the signal phase histaguation (12) approximated as

OOk, [1+ B, (k, + ,uzkz)](@ tana,, s, +%sy codg,, taha, "Zj (14)

At C0SPy 0. B = ’;l and 4, = AL

wherex, = :
c 0 yTs
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As before, weassume that the space sampling positionsatisfiestana,, =da(nK,+k,) then

eqguation (14) can be divided into two parts

(D q)basm q)err (15)
where
1

P = K, |:1+ﬂ0(k1+:uzk2):|[sxdanK2_Sy +25, 008 ¢, o(da)”(nK 2)2}

(16)
1
D, =k, [1+ 5, (K + yzkz)][gdak2+§sy cos ¢,,(da)’( DK k ,+ k@)}
Phase termd,_,. contains the basic imaging information. The phemen®, , which causes

distortion and defocus in range, is the error tartroduced by the radar motion during pulse cluster
Due to its dependence on target posi@rsy), this phase error is space-variant. Analogoushtse

error resulted from wavefront curvature, if not gmnsated, it set the focused scene size limit, and
particularly troublesome as resolution approachesbminal wavelength of the radar.
For equation (12), after range resampling, the @héstory becomes

fL(nk k) =exd i, [ 25, (k + k) [ s, tarm,, -5, +&(nk) ] (17)
: Cos¢o,o’ ,Bo = ! A

0 S
Comparing with equation (6), it is clear to seet tinaequation (17) we get the range subaperture
data naturally via the transmission and receptibthe chirp segment signals. The difference is that
a, and E(n, kz) varies with index,, while in equation (6) they keep constant at Sjsebn .

4rrf
wherex, =

Insert tanan,k2=da(nK2+k2) into equation (17), and then divide the azimutherbpe into

subapertures
f.(m,myk, k)= e s [ Akt azk ) | sda(K {mza m)+k ) =g, +&(mm k )|
= expin,| 13k +14k,) [ sdaKk (m+am) -5 +&(mm. k) | Defig, (k k)
whereg,, (k. k) —/(0[1+,[>’o K.+ uX, ]gdakzls the phase error term resulted from radar motion

during pulse cluster but after range resamplingm@ared with phase error tedy, before range

resampling, parts of phase error are compensatddha range position dependence is eliminated.
Analogous to equation (11), for equation (18), veglact the constant phase term and wavefront
error terms in the subapertures and rearrangesthiéarms

f,(m,myik,k;) = exi{ ik 3 By(k+ k) ](s.dak m)]
0 effiny (-5, ) kot it i, (k)
0 exik, ( ABuk,) (sdaK A)m,+jg }
O e{gkoﬁouz(—%)kﬁ jn.*ia, (kz)}
whereg, =k ,B,5daK A mK,, @,=k, (1+,80;12]<2)[£1A myte (A gn:ﬂ , andg,, = KBl £ K,

are undesired terms just like those in PFOSA whrehintroduced by wavefront curvature. While error
phase termgy,, (k) = k., B,s.dakk, and @, (k) =k,sdak, +k,Busdak’, the two parts ofg, (k,k,),

(19)
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are due to radar motion during the pulse clustéres€é error terms are space-variant due to the
dependence on azimuth position (range dependergenimated owing to range resampling). If these
phase errors are not compensated, as a conseqtlencegsult in displacement and defocus in range.
Since the coarse location information can be etdachfrom the coarse resolution images, it is pdssib
to compensate these errors by modifying the clasdk=OSA. The new algorithm (we call it

SCPFOSA) can be derived from equation (19), whiose ¢hart is illustrated in figure 2.
Stepl: Perform a CZT acrass, get the azimuth coarse resolution estirsate

Step2: Use the estimatespfo compensate the error phase tegyendg,, (k, ), and then perform a
FFT acrosk, to obtain the range coarse resolution estirgate

Step3: Use the estimateglnds, to correct the error terg,, then perform a CZT acrossto get
the azimuth fine resolution estimaje

Step4: Use the fine resolution estimatios,aind coarse resolution estimatesdb compensate the
error termsg, andg,, (k,) , and then perform a FFT acrdssto get the range fine resolution
estimates, . The result is the fine resolution complex SAR g@a

Figure 2. Flow chart of SCPFOSA.
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5. Simulation Results

In this section, point target simulation is emplby® validate the presented algorithm. The
waveform parameters are chosenBs=  M#H@,Af =100MHz, K, =15. The other parameters are
listed as follow: standoff range is 10km, azimuésalution is 0.1m, and radar forward velocity is
150m/s. Two point targets are simulated, the firs¢ is the scene center point, and the other one is
located at azimuth 150m away from the scene cehter.new algorithm is evaluated with respect to
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the classical PFOSA which doesn’t compensate tiee t&garms resulted from the use of stepped-chirp
signals. In subaperture algorithm, subaperturesoaeelapped to control the sidelobes; in partigular
they are overlapped to control the amplitude tdiggalobes due to data decimation. The degree of
allowable overlap will depend on the window funosoemployed, and sidelobe toleration limits. In
our paper, the overlap rate is not the problem reecancerned, so we do not employ window function
in the simulation. As the phase error tegm(k;,k, ) results in distortion and defocus only in the range

we show the range profiles of impulse responsetiomdIRF) for the two simulated targets (Figure.
3). For scene center point, since the error tegmék,) andg,, (k,) are both zeros, the two algorithms

have almost the same response. However, for theuslzidisplaced point target, the mainlobe of range
profile is broadening for PFOSA, since the phasergrcaused by motion of radar during pulse cluster
are not compensated. While using SCPFOSA, duedadhrection of these phase errors, its range
profile has improved significantly (mainlobe reduk®% and peak sidelobe ratio (PSR) reduces about
2.5dB).

Figure 3. Comparison of SCPFOSA and PFO%4). Range profile of the IRF for scene center point.
(b) Range profile of the IRF for azimuth displacedyédr
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6. Conclusion

In this paper, a 2-D subaperture algorithm basedtepped-chirp signal is presented. It integrates
the pulse synthesis process into range subapepiaeessing without traditional pulse synthesis
preprocessing. Meanwhile, due to the multi-resotutiproperty of subaperture processing, this
algorithm is able to compensate the space-variaase error resulted from the motion of radar during
a pulse cluster. SCPFOSA has almost the same gingdtow chart with PFOSA, only the additional
phase error term are added, it has the comparabipwtation complexity with PFOSA. Furthermore,
due to its repetitive architecture in subapertuaessing, the SCPFOSA is very suitable for pdralle
and pipeline hardware architectures.
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