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The Methodology of multivariate probit models 

In some study, researchers need to set a threshold to reach an object. For example, in our study, 

we analyzed the net effect of the intervention on which contraceptive methods the participants 

were using. First, we needed the participants who had sex excluding those who had no sex. 

Second, we needed the participants who were in contraception among those who had sex. 

Third, we analyzed the net effect of the intervention on which contraceptive methods the 

participants were using under the two conditions given above. However, this might incur the 

selection bias. 

The methodology is as followed. 

We set the selection model as yiselect=xiβ+u1, u1~N (0, 1), the latent model as si*=ziδ+u2i, u2~N (0, 

1) and the response model as yiprobit=si*>0= ziδ+u2i, where si* is a unobserved expected utility[1]. 

If si*>0, si=1; si*<0, si=0, where si is a selection indicator. If si=1, the participant was included in 

this model, conversely, the participant was dropped from the data. 

E (u1i|xi, si) = E (u1i|xi, ziδ+u2i>0) = E (u1i|xi, u2i >-ziδ), which means u1i is correlated with si if u1i 

is correlated with u2i. Therefore, we just need to test the assumption ρ=corr(u1, u2)=0, the 

selection bias can be found whether exists or not. 

For the bivariate probit model, suppose the latent model as si*=ziδ+ui, i=1,2. We have 

𝑦1={
0 𝑠1

∗ = 0
1 𝑠1

∗ > 0
                                          (1) 

If y1=1，then 𝑦2={
0 𝑠2

∗ ≦ 0
1 𝑠2

∗ > 0
                              (2) 

Then P(y1=0) = 1 − Φ(𝑥1𝛽1); P (y1=1, y2=0) = Φ(𝑥1𝛽1) − Φ2(𝑥1𝛽1, 𝑥2𝛽2, 𝜌12);     P (y1=1, y2=1) 

= Φ2(𝑥1𝛽1, 𝑥2𝛽2, 𝜌12) 

The likelihood function is given by 

L (�̃�|�̃�, 𝑥) = P (y2|y1, x2) P (y1|x1), �̃�= (β1, β2), �̃�= (y1 y2), 𝑥= (x1 x2) 

The log likelihood function is given by  

lnL= ∑ {𝑦𝑖1𝑦𝑖2lnΦ2(𝑥1𝛽1, 𝑥2𝛽2, 𝜌12) + 𝑦𝑖1(1 − 𝑦𝑖2)𝑙𝑛[Φ(𝑥1𝛽1, 𝜌12) − Φ2(𝑥1𝛽1, 𝑥2𝛽2, 𝜌12)] + (1 −𝑁
𝑖=1

𝑦𝑖1)ln [1 − Φ(𝑥1𝛽1)]} 

Where Φ (.) is the standard normal cumulative distribution function, Φ2 (.) is the bivariate 

standard normal cumulative distribution function with the correlation coefficient 𝜌12 =
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𝐶𝑜𝑣[𝑢1𝑢2|𝑥1𝑥2]. 

For the trivariate probit model, suppose the latent model as si*=ziδ+ui, u~N(0, 1), i=1, 2, 3. We 

have 𝑦1={
0 𝑠1

∗ = 0
1 𝑠1

∗ > 0
                            (1) 

If y1=1, then 𝑦2={
0 𝑠2

∗ ≦ 0
1 𝑠2

∗ > 0
                             (2) 

If y1=1 and y2=1, then 𝑦3={
0 𝑠3

∗ ≦ 0
1 𝑠3

∗ > 0
                      (3) 

Then P(y1=0) = 1 − Φ(𝑥1𝛽1); P (y1=1, y2=0) = Φ(𝑥1𝛽1) − Φ2(𝑥1𝛽1, 𝑥2𝛽2, 𝜌12);P (y1=1, y2=1, y3=0) 

=  Φ2(𝑥1𝛽1, 𝑥2𝛽2, 𝜌12) − Φ3(𝑥1𝛽1, 𝑥2𝛽2, 𝑥3𝛽3, 𝜌12, 𝜌13, 𝜌23, ) P (y1=1, y2=1, y3=1) 

= Φ3(𝑥1𝛽1, 𝑥2𝛽2, 𝑥3𝛽3, 𝜌12, 𝜌13, 𝜌23, ) 

The likelihood function is given by 

L (�̃�|�̃�, 𝑥) = P (y3|y2, y1, x3) P (y2|y1, x2) P (y1|x1), �̃�= (β1, β2, β3), �̃�= (y1 y2 y3), 𝑥= (x1 x2 x3). 

The log likelihood function is given by 

lnL= ∑ {𝑦𝑖1𝑦𝑖2𝑦𝑖3lnΦ3(𝑥1𝛽1, 𝑥2𝛽2, 𝑥3𝛽3, 𝜌12, 𝜌13, 𝜌23) + 𝑦𝑖1𝑦𝑖2(1 − 𝑦𝑖3)𝑙𝑛[Φ2(𝑥1𝛽1, 𝑥2𝛽2, 𝜌12) −𝑁
𝑖=1

Φ3(𝑥1𝛽1, 𝑥2𝛽2, 𝑥3𝛽3, 𝜌12, 𝜌13, 𝜌23)] + 𝑦𝑖1(1 − 𝑦𝑖2)[Φ(𝑥1𝛽1) − Φ2(𝑥1𝛽1, 𝑥2𝛽2, 𝜌12)] + (1 −

𝑦𝑖1)ln [1 − Φ(𝑥1𝛽1)]}. 

Where Φ3  (.) is the trivariate standard normal cumulative distribution function with 

correlation coefficients 𝜌12 = 𝐶𝑜𝑣[𝑢1𝑢2|𝑥1𝑥2], 𝜌13 = 𝐶𝑜𝑣[𝑢1𝑢3|𝑥1𝑥3], 𝜌12 = 𝐶𝑜𝑣[𝑢2𝑢3|𝑥2𝑥3]. 

Similarly, we can get the log likelihood function of the Quavariate model, which is given by 

lnL= ∑ {𝑦𝑖1𝑦𝑖2𝑦𝑖3𝑦𝑖4lnΦ4(𝑥1𝛽1, 𝑥2𝛽2, 𝑥3𝛽3, 𝑥4𝛽4, 𝜌12, 𝜌13, 𝜌23, 𝜌14, 𝜌24, 𝜌34) + 𝑦𝑖1𝑦𝑖2𝑦𝑖3(1 −𝑁
𝑖=1

𝑦𝑖4)𝑙𝑛[Φ3(𝑥1𝛽1, 𝑥2𝛽2, 𝑥3𝛽3, 𝜌12, 𝜌13, 𝜌23) − Φ4(𝑥1𝛽1, 𝑥2𝛽2, 𝑥3𝛽3, 𝑥4𝛽4, 𝜌12, 𝜌13, 𝜌23, 𝜌14, 𝜌24, 𝜌34)] +

𝑦𝑖1𝑦𝑖2(1 − 𝑦𝑖3)[Φ2(𝑥1𝛽1, 𝑥2𝛽2, 𝜌12) − Φ3(𝑥1𝛽1, 𝑥2𝛽2, 𝑥3𝛽3, 𝜌12, 𝜌13, 𝜌23)] + 𝑦𝑖1(1 −

𝑦𝑖2) ln[Φ(𝑥1𝛽1) − Φ2(𝑥1𝛽1, 𝑥2𝛽2, 𝜌12)] + (1 − 𝑦𝑖1)ln [1 − Φ(𝑥1𝛽1)]} 

Where Φ4  (.) is the Quavariate standard normal cumulative distribution function with 

correlation coefficients 𝜌12 = 𝐶𝑜𝑣[𝑢1𝑢2|𝑥1𝑥2] , 𝜌13 = 𝐶𝑜𝑣[𝑢1𝑢3|𝑥1𝑥3] , 𝜌23 = 𝐶𝑜𝑣[𝑢2𝑢3|𝑥2𝑥3] , 

𝜌14 = 𝐶𝑜𝑣[𝑢1𝑢4|𝑥1𝑥4], 𝜌24 = 𝐶𝑜𝑣[𝑢2𝑢4|𝑥2𝑥4], 𝜌34 = 𝐶𝑜𝑣[𝑢3𝑢4|𝑥3𝑥4]. 

Assuming that 𝑠1
∗ and ui are normally distributed, full maximum likelihood estimation 

requires a multivariate probit model, which is consistent and asymptotically efficient[1]. The 

parameter estimation in such models was done with the GHK algorithm[2].  
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