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Abstract

:

This empirical study estimates 18 single and 18 three-factor models and then tests for structural change. Break dates are identified where possible. In general, there is some empirical evidence for parameter instabilities of the estimated beta coefficients. In most cases there is no or one break point, and in some cases, there are two structural breaks examining the three factor models. The estimated factor sensitivities of single beta models seem to be even less strongly affected by structural change. Consequently, beta factors are probably more stable than some observers might believe. The break dates that have been identified generally seem to coincide with crises or recoveries after stock market slumps. This empirical finding is compatible with the point of view that bull-markets or bear-markets could matter when estimating beta coefficients. In general, the timing of structural change often seems to coincide with either the bursting of the dot-com bubble or the recovery of stock prices thereafter. The banking industry is the most notable exception. In this sector of the German economy, the global financial meltdown and the sovereign debt crisis in Europe have been of high relevance. Consequently, the internet hype of the late 1990s and the early 2000s seems to be more important for the German stock market than the US subprime debacle and the accompanying European sovereign debt crisis.
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1. Introduction


Factor models of asset returns are of some importance in the fields of asset management and risk assessment. Eisenbeiß et al. (2007), for example, have recently noted that factor models are widely applied in spite of the fact that there probably are more sophisticated models in financial economics. However, some well-known problems do exist using this approach. Most importantly, it is well documented in the relevant literature—and also widely accepted among practitioners—that the factor sensitivities of such models tend to vary considerably over time (see (Bodurtha and Mark 1991; Ng 1991)—and, as more recently examples, (Lewellen and Nagel 2006) as well as (Adrian and Franzoni 2009)). Meanwhile, there is not only empirical evidence from the US. However, Schrimpf et al. (2007) still have argued that the empirical research that has been published up to now has focused primarily on evidence from the US stock market. Their paper is one important motivation for our empirical study. Eisenbeiß et al. (2007) have already examined industry portfolios in Germany. This paper builds on their study and examines data from 18 German stock market sector indices. Techniques of time series analysis are used to search for signs of structural change and parameter instabilities among the estimated factor sensitivities. More specifically, the timing of structural change is analyzed in some detail. At this point, it is also important to note that this paper follows Bartholdy and Peare (2005) and therefore takes the point of view of a practitioner. They have compared the performance of different factor models trying to give some guidance for applied empirical work in the financial services industry and have argued that therefore simple estimation techniques and readily available data sources should be used. This is also the focus of our empirical study.



The paper is structured as follows: In Section 2, some thoughts with regard to the theoretical background are presented. Section 3 then briefly summarizes the relevant empirical literature with regard to the stability of factor sensitivities examining stock market data. The data examined is discussed in Section 4. Here, some important methodological issues are also addressed. The empirical evidence is presented and discussed in Section 5. Section 6 then concludes.




2. Some Thoughts about the Theoretical Background


It is almost impossible to exaggerate the role of Markowitz (1952) in the formulation of what is now called modern portfolio theory. Elton and Gruber (1997) as well as Rubinstein (2002) have, for example, adequately highlighted the importance of Markowitz’s work in shaping how financial markets today see the relationship between risk and return. Building on the pioneering ideas of Markowitz and Sharpe (1964), Lintner (1965) and Mossin (1966) developed the capital asset pricing model (CAPM). Today this model is still an important pillar of financial theory that is explained in all finance textbooks. Moreover, the CAPM is also very popular among practitioners (see, for example, (Graham and Harvey 2001; Bartholdy and Peare 2005)). In fact, it is often used for merger and acquisition analysis as well as for capital budgeting purposes, in the asset management community, and by financial risk managers.



More specifically, the CAPM offers a very simple description of the relationship between the expected return of a specific financial asset and risk in financial markets. The model assumes that the return of this asset minus the risk-free rate should be a linear function of the expected return of the so-called market portfolio minus the risk-free rate:


E(Ri) − Rf = β × (E(Rm) − Rf).



(1)







Therefore, it is called a single factor model. In Equation (1)—which shows the CAPM in its most familiar representation—Ri is the return of asset I, Rf is the risk-free rate, Rm is the return of the market portfolio, β is a linear factor, and E(·) is the expectations operator. The market portfolio is a theoretical construct that should reflect the price movements of all relevant assets in global financial markets. Practically speaking, it is a bundle of all investment opportunities available in the world. The weight of each asset in this hypothetical portfolio should reflect its availability to global investors. It cannot be observed directly and should include all traded and non-traded assets. Therefore, E(Rm) ought to reflect the expected return of “the market” as a whole. Phrased somewhat differently, the market portfolio should be a measure of the return on the aggregate wealth portfolio of all relevant agents in the economy (see, most importantly, (Jagannathan and McGrattan 1995)). The two expressions E(Ri) − Rf and E(Rm) − Rf both can be interpreted as risk premia and β is the so-called beta coefficient which measures how volatile a certain financial asset is considered to be relative to the market portfolio. A beta factor of 1 would, for example, imply that the individual asset i should move up and down proportionally with the market (and therefore is as risky as holding the market portfolio).



Some problems have to be faced when working with the CAPM. There are rather simple ways to cope with a number of difficulties (e.g., the existence of taxes or possible restrictions to short sales—see, for example, (Elton and Gruber 1978; Ross 1977)). Finding a useful proxy for the market portfolio is somewhat more difficult for applied financial econometricians (see, for example, (Jagannathan and McGrattan 1995; Bartholdy and Peare 2005)). However, it is certainly possible to find adequate solutions to handle this problem. There are additional challenges. Markellos and Mills (2001), for example, have discussed possible problems caused by the time series properties of the data examined. The effects of nonlinearities in the relationships among the variables examined will be evaluated in the next section. One of the most important difficulties is the so-called size effect. This is an anomaly that usually cannot be explained by the traditional CAPM. As a matter of fact, empirical research by Banz (1981) has documented that in the US during the period 1936 to 1975, firm size should be considered as an additional factor of relevance for asset pricing. Moreover, there are additional problems (see, for example, (Keim 1986; Schrimpf et al. 2007)). As a consequence, Fama and French (1993) have suggested a three-factor model to explain the expected return E(Ri) of investment opportunity i over the return of the risk-free asset:


E(Ri) − Rf = β1 × (E(Rm) − Rf) + β2 × (SMB) + β3 × (HML).



(2)







In Equation (2) SMB is the difference between the returns of small and big capitalization stock portfolios and HML is the difference between the returns on portfolios including stocks with high to respectively low book-to-market values.




3. A Brief Literature Review


Traditional factor models assume the existence of constant linear relationships between the risk factors and returns. The static CAPM with a constant beta factor can be regarded as the most important example for a model of this type. However, there is also quite a lot of quantitative research showing that CAPM betas behave differently in bull or bear markets (see, for example, (Howton and Peterson 1998; Faff 2001)). In this context, Ghysels (1998) has highlighted the importance of testing for structural change. Moreover, Pettengill et al. (1995) have argued convincingly that empirical tests of factor models that are using realized returns to proxy for expected returns are quite problematic and that the relationship between beta and market returns should be different in up and in down markets. They have also presented empirical evidence supporting this point of view examining data from the US stock market. Meanwhile, Fletcher (2000) also reported international empirical evidence. Splitting the sample into up-market and down-market phases, this study has found support for a significant positive relationship between beta and return in up market periods and a significant negative relationship between beta and return in down market periods. Examining Australian industry portfolios, Woodward and Anderson (2009) have shown that “bull-market” and “bear-market” betas are significantly different for most industries. Eisenbeiß et al. (2007) have documented signs for instable betas examining different German industry portfolios. They have also argued that the type of industry (cyclical or counter-cyclical) seems to matter. Their empirical findings clearly are of some importance for our empirical study. As already noted, our paper is also motivated by Schrimpf et al. (2007) who have examined data from Germany and have reported empirical evidence for structural parameter instabilities estimating three factor models. These authors have suggested to search for economic reasons that can help to explain the causes of the instabilities of factor sensitivities that has been documented in the literature. In fact, Jagannathan and McGrattan (1995) have also argued that the factor sensitivities of asset returns seem to vary over the business cycle in a systematic way. Moreover, from a slightly different perspective our paper is also closely related to Basse et al. (2009). Their empirical study examines two quite defensive sectors of the US stock market (namely, real estate investment trust and utility stocks) and uses a kind of market model based on the utility sector as benchmark. The results of tests for structural change with unknown timing reported in this paper seem to imply that real estate investment trust have become riskier compared to utility stocks after the bursting of the US house price bubble.




4. Data and Methodology


This paper employs techniques of time series analysis and examines data from all 18 German stock market sector indices that are available for the broad Deutsche Börse Prime All Share Performance Index. This equity index reflects the overall performance of all companies listed in the Prime Standard, which is a very broad measure of stock market activity in Germany. Our empirical study takes the perspective of an international investor. Therefore, our risk-free asset is the 1-month US Treasury Bill. The data for the 18 industry portfolios is taken from Bloomberg (denominated in US dollars). We examine total return sector indices that are value weighted. The need to include the payment of dividends when testing factor models is, for example, discussed by Bartholdy and Peare (2005). Moreover, we examine the three European Fama-French risk factors. These are also denominated in US dollars and are obtained from Kenneth French’s web page1. The 1-month US Treasury Bill is also taken from this source. Given that our empirical study takes the perspective of an international investor, we have decided to not use the German risk factors which are calculated by the Centre for Financial Research Cologne2. Monthly data is examined. In order to avoid problems due to structural change caused by the introduction of the Euro in 1999, we analyze stock price data from January 1999 to March 2019. As a result, we can calculate returns for the period February 1999 to March 2019. Using realized data to proxy for market expectations—a usual practice in the relevant literature that is rarely discussed in a critical way—we estimate 18 single factor models (see (Sharpe 1964; Lintner 1965; Mossin 1966) and Equation (1)) and 18 three factor models (see (Fama and French 1993) and Equation (2)). Given the very high popularity of the point of view (this assumption has already been discussed in some detail above) that factor sensitivities of such models can vary considerably over time and that beta factors can react to changes to the general economic environment, a multiple break point test is then used to search for structural change. More specifically, a sequential test procedure (see Bai and Perron 2003) is employed to gain additional insights with regard to the stability of the estimated factors.



We consider the model specified in Equation (2) with   t = 1 , 2 , 3 , … , T   observations and  m  potential break points for regime   j = 0 , … , m  . This leads to the model specification:


E(Rit) − Rft = β1j × (E(Rmt) − Rft) + β2j × (SMBt) + β3j × (HMLt) + et.



(3)







Bai and Perron (2003) use a global optimization procedure which minimizes the sum-of-squared residuals


  S  (   β 1  ,    β   2  ,  β 3  |  { T }   )  =   ∑   j = 0  m  {   ∑   t =  T j     T  j + 1   − 1   ( E  (   R  it    )  −    R    ft   −  β  1 j   ∗ ( E  (   R  mt    )  −  R  ft   ) −  β  2 j   ∗  (    SMB  t   )  −  β  3 j   ∗  (    HML  t   )   } 2   



(4)




of Equation (3) for a specific set of  m  breakpoints using standard least squares regression to obtain estimates for β1j, β2j and β3j. The set of breakpoints and corresponding estimated coefficients minimize the sum-of-squares across all potential sets of  m  breaks. This technique is used to analyze and evaluate the timing of structural change. As already indicated, our study builds on Eisenbeiß et al. (2007). More specifically, the timing of structural change is very much in the focus of our attention. In fact, we try to link the empirical evidence for structural change that is obtained either to crises or to stock market recoveries after bear markets.




5. Empirical Evidence


Table 1 summarizes the results of the 18 three factor models. Table 2 provides the same data for the single factor models (CAPM). With only one exception (Food and Beverages), the adjusted R2s reported here are quite high. Moreover, only a few constant terms are statistically significant in the regression models. These facts at least in general seem to speak for the quality of the models. However, it has to be noted that not all estimated factor sensitivities included in the three factor models are statistically significant. This is one reason for the fact that the three factor models in general offer no major improvement explaining returns from the perspective of practitioners working in the financial services industry (who usually focus quite strongly on R2s to measure the quality of empirical models). This fact can easily be seen by comparing the adjusted R2s reported in the two tables and is probably no major surprise (see, most importantly, (Schrimpf et al. 2007)).



The results of the sequential multiple break point test that is used to search for structural change (see (Bai and Perron 2003)) are reported in the Table 3 and Table 4. With regard to the three-factor model, there are no signs for parameter instabilities in four sectors (Automobile, Food & Beverages, Industrials, and Financial Services). Interestingly, three of these four industry groups are considered to be quite traditional sectors of the German economy. There is no empirical evidence for more than two breakpoints. In fact, using the approach suggested by Fama and French (1993), there are three factor models of sector stock market returns in Germany where two break points have been identified (Technology, Telecommunications, and Insurance). Two of these three sector stock market indices are comprised of “classic” dot-com companies. In all other cases there is empirical evidence for just one break point estimating three factor models. Interestingly, most empirical evidence for structural change coincides with either the bursting of the dot-com bubble or the recovery of stock prices thereafter. Only in the case of the German bank stock market index the timing of structural change observed (November 2009) coincides with the global financial crisis using the three-factor model. Given the role of the banking industry in this crisis, our result should probably not be regarded as a major surprise (see, for example, (Bullard et al. 2009; Wegener et al. 2019)). Examining the technology stock market index the two breakpoint dates identified correspond with the recovery after the busting of the dot-com bubble and with the European sovereign debt crisis (May 2003 respectively June 2010) estimating the three-factor model. In this context, it is quite interesting to note that there is no sign for structural change examining the single factor model for the German banking sector stock market index. As a matter of fact, the models estimated using the CAPM approach in general seem to be even more robust to structural change than the three factor models. More specifically, while 17 breakpoints have been identified estimating the three factor models, only 12 breakpoints could be found using the CAPM approach. Given that many investors use a sector rotation approach in asset management, the results of our empirical investigations could be of some importance in the field of applied financial economics.



Moreover, the timing of structural change identified here generally seems to coincide with crises or recoveries after stock market slumps. Comparing the findings of this study using data from Germany with the results that have been reported examining time series from the US, there seems to be a remarkable difference. In fact, Ghysels (1998) has estimated different factor models, and depending on the structure of the model, has either found not that much evidence for parameter instabilities, or for structural change that is quite dispersed and that does not occur in different industries at the same moment. Our empirical evidence from Germany paints a somewhat different picture. As already noted, the signs for structural change that can be identified examining the data reported in Table 3 and Table 4 seem to be related to financial or economic crises or recoveries after stock market slumps. This important empirical finding is some more or less indirect additional empirical evidence for the assumption that beta coefficients of factor models are related to bull and bear markets. However, given the popularity of variable beta coefficient models, one might probably have expected to find even more empirical evidence for structural change. At this point, it has to be stressed again that there is no factor model with more than 2 break points. Moreover, focusing on the estimated three factor models, our empirical evidence shows that in 4 cases, no signs for structural change can be found. Generally speaking, the single factor models are even more robust to structural change. This might be one reason explaining their popularity among practitioners. In sum, beta factors could be more stable than some observers seem to believe.



There might be some problems cause by heteroscedasticity. Therefore, we have employed (results are not reported in order to conserve space) the test suggested by Harvey (1976). In most cases, the null hypothesis of homoscedasticity cannot be rejected. There is only one exception—the three-factor model estimated for the German insurance sector. Still, we re-estimate all models with heteroscedasticity and autocorrelation robust standard errors using the technique suggested by Newey and West (1987) as a kind of robustness check. Using this approach, of course, does not change the adjusted R2 in Table 1 and Table 2. The significance of the estimated constants can be affected. However, this is only the case in one model (namely the single factor model for the German pharmaceutical and healthcare stocks where the constant becomes significant). We have then again used the test of Bai and Perron (2003) to search for structural change in the single and three factor models estimated with heteroscedasticity and autocorrelation robust standard errors. The results are reported in the two Table 5 and Table 6. In many cases the results are not affected. However, there are some differences. Most importantly, there now are three break points estimating the three-factor model for German bank stocks. Moreover, no break can be found examining the three-factor model explaining the return of the German technology stock market sector index. Still, the results reported in the Table 5 and Table 6 also do suggest that the estimated parameters are quite robust over time and that timing of structural change to be observed in the empirical models in general seems to coincide with crises or recoveries after stock market slumps.




6. Conclusions


This empirical study has examined the stability of factor sensitivities of German stock market sector indices. First of all, 18 single factor models (see (Sharpe 1964; Lintner 1965; Mossin 1966)) and 18 three-factor models (see (Fama and French 1993)) have been estimated. Then, tests for structural change have been performed. Moreover, break dates have been identified. In general, there is some empirical evidence for parameter instabilities of the estimated beta factors. In most cases there is no or one, and in some cases, there are two structural breaks in the models. Consequently, beta factors probably seem to be more stable than some observers might believe. The timing of structural change is also very interesting. In fact, the break dates that have been identified generally seem to coincide with crises or recoveries after stock market slumps. This empirical finding is compatible with the point of view that the existence of bull-markets or bear-markets could matter when estimating beta coefficients. In many models, the timing of structural changes seems to coincide with either the bursting of the dot-com bubble or the recovery of stock prices thereafter. Consequently, this crisis seems to be more important for the German stock market than the US subprime crisis. The only exception is the banking industry. More empirical research seems to be necessary. It would, for example, be interesting to take the perspective of a German investor. This would allow (respectively, even require) the use of the German factors. In any case, the empirical evidence that has been reported above seems to imply that structural change could be of high relevance for all users of factor models. This is not only important for asset managers trying to construct attractive portfolios. Without a doubt, risk managers in the financial service industry should also consider the possibility that beta is not necessarily stable over time.







Author Contributions


Conceptualization, T.B. and C.W.; Methodology, T.B. and C.W.; Software, C.W.; Validation, C.W.; Formal Analysis, T.B. and C.W.; Investigation, T.B.; Data Curation, T.B.; Writing-Original Draft Preparation, T.B. and C.W.; Writing-Review & Editing, T.B. and C.W.; Visualization, C.W.; Supervision, C.W.; Project Administration, T.B.




Funding


This research received no external funding.




Conflicts of Interest


The authors declare no conflict of interest.




References


	



Adrian, Tobias, and Francesco Franzoni. 2009. Learning about beta: Time-varying factor loadings, expected returns, and the conditional CAPM. Journal of Empirical Finance 16: 537–56. [Google Scholar] [CrossRef]

	



Bai, Jushan, and Pierre Perron. 2003. Computation and analysis of multiple structural change models. Journal of Applied Econometrics 18: 1–22. [Google Scholar] [CrossRef]

	



Banz, Rolf W. 1981. The relationship between return and market value of common stocks. Journal of Financial Economics 9: 3–18. [Google Scholar] [CrossRef]

	



Bartholdy, Jan, and Paula Peare. 2005. Estimation of expected return: CAPM vs. Fama and French. International Review of Financial Analysis 14: 407–27. [Google Scholar] [CrossRef]

	



Basse, Tobias, Meik Friedrich, and E. Vazquez Bea. 2009. REITs and the financial crisis: Empirical evidence from the US. International Journal of Business and Management 4: 3–10. [Google Scholar] [CrossRef]

	



Bodurtha, James N., and Nelson C. Mark. 1991. Testing the CAPM with Time-Varying risks and returns. Journal of Finance 46: 1485–505. [Google Scholar] [CrossRef]

	



Bullard, James, Christopher J. Neely, and David C. Wheelock. 2009. Systemic risk and the financial crisis: A primer. Federal Reserve Bank of St. Louis Review 91: 403–17. [Google Scholar] [CrossRef]

	



Eisenbeiß, Maik, Göran Kauermann, and Willi Semmler. 2007. Estimating beta-coefficients of German stock data: A non-parametric approach. European Journal of Finance 13: 503–22. [Google Scholar] [CrossRef]

	



Elton, Edwin J., and Martin J. Gruber. 1978. Taxes and portfolio composition. Journal of Financial Economics 6: 399–410. [Google Scholar] [CrossRef]

	



Elton, Edwin J., and Martin J. Gruber. 1997. Modern portfolio theory, 1950 to date. Journal of Banking and Finance 21: 1743–59. [Google Scholar] [CrossRef]

	



Fama, Eugene F., and Kenneth R. French. 1993. Common risk factors in the returns on stocks and bonds. Journal of Financial Economics 33: 3–56. [Google Scholar] [CrossRef]

	



Faff, Robert. 2001. A multivariate test of a dual-beta CAPM: Australian evidence. Financial Review 36: 157–74. [Google Scholar] [CrossRef]

	



Fletcher, Jonathan. 2000. On the conditional relationship between beta and return in international stock returns. International Review of Financial Analysis 9: 235–45. [Google Scholar] [CrossRef]

	



German Factors. n.d. Available online: https://www.cfr-cologne.de/version06/html/research.php?topic=paper&auswahl=data&v=dl (accessed on 13 August 2019).

	



1998. Ghysels, Eric.1998. On stable factor structures in the pricing of risk: Do time-varying betas help or hurt? Journal of Finance 53: 549–73. [CrossRef]

	



Graham, John R., and Campbell R. Harvey. 2001. The theory and practice of corporate finance: Evidence from the field. Journal of Financial Economics 60: 187–243. [Google Scholar] [CrossRef]

	



Harvey, Andrew C. 1976. Estimating regression models with multiplicative heteroscedasticity. Econometrica 44: 461–65. [Google Scholar] [CrossRef]

	



Howton, Shelly W., and David R. Peterson. 1998. An examination of cross-sectional realized stock returns using a varying-risk beta model. Financial Review 33: 199–212. [Google Scholar] [CrossRef]

	



International Research Returns. 2019. Available online: http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html#International (accessed on 13 August 2019).

	



Jagannathan, Ravi, and Ellen R. McGrattan. 1995. The CAPM debate. Federal Reserve Bank of Minneapolis Quarterly Review 19: 2–17. [Google Scholar]

	



Keim, Donald B. 1986. The CAPM and equity return regularities. Financial Analysts Journal 42: 19–34. [Google Scholar] [CrossRef]

	



Lewellen, Jonathan, and Stefan Nagel. 2006. The conditional CAPM does not explain asset-pricing anomalies. Journal of Financial Economics 82: 289–314. [Google Scholar] [CrossRef]

	



Lintner, John. 1965. The valuation of risk assets and the selection of risky investments in stock portfolios and capital budgets. Review of Economics and Statistics 47: 13–37. [Google Scholar] [CrossRef]

	



Markellos, Raphael N., and Terence C. Mills. 2001. Unit roots in the CAPM? Applied Economics Letters 8: 499–502. [Google Scholar] [CrossRef]

	



Markowitz, Harry. 1952. Portfolio selection. Journal of Finance 7: 77–91. [Google Scholar]

	



Mossin, Jan. 1966. Equilibrium in a capital asset market. Econometrica 34: 768–83. [Google Scholar] [CrossRef]

	



Newey, Whitney K., and Kenneth D. West. 1987. A Simple, Positive Semi-Definite, Heteroskedasticity and Autocorrelation Consistent Covariance Matrix. Econometrica 55: 703–8. [Google Scholar] [CrossRef]

	



Ng, Lilian. 1991. Tests of the CAPM with time-varying covariances: A multivariate GARCH approach. Journal of Finance 46: 1507–21. [Google Scholar] [CrossRef]

	



Pettengill, Glenn N., Sridhar Sundaram, and Ike Mathur. 1995. The conditional relation between beta and returns. Journal of Financial and Quantitative Analysis 30: 101–16. [Google Scholar] [CrossRef]

	



Ross, Stephen A. 1977. The capital asset pricing model (CAPM), short-sale restrictions and related issues. Journal of Finance 32: 177–83. [Google Scholar] [CrossRef]

	



Rubinstein, Mark. 2002. Markowitz’s “Portfolio Selection”: A Fifty-Year Retrospective. Journal of Finance 57: 1041–45. [Google Scholar] [CrossRef]

	



Schrimpf, Andreas, Michael Schröder, and Richard Stehle. 2007. Cross-sectional tests of conditional asset pricing models: Evidence from the German stock market. European Financial Management 13: 880–907. [Google Scholar] [CrossRef]

	



Sharpe, William F. 1964. Capital asset prices: A theory of market equilibrium under conditions of risk. Journal of Finance 19: 425–42. [Google Scholar]

	



Wegener, Wegene, Robinson Kruse, and Tobias Basse. 2019. The walking debt crisis. Journal of Economic Behavior and Organization 157: 382–402. [Google Scholar] [CrossRef]

	



Woodward, George, and Heather M. Anderson. 2009. Does beta react to market conditions? Estimates of ‘bull’ and ‘bear’ betas using a nonlinear market model with an endogenous threshold parameter. Quantitative Finance 9: 913–24. [Google Scholar] [CrossRef]












	1
	
(International Research Returns 2019).





	2
	
(German Factors n.d.).












[image: Table] 





Table 1. Three-factor models for 18 German industry portfolios.






Table 1. Three-factor models for 18 German industry portfolios.





	Industry
	Adj. R2
	Significant Constant





	Automobile
	0.510
	No



	Banks
	0.676
	Yes



	Chemicals
	0.727
	Yes



	Media
	0.544
	No



	Basic Resources
	0.601
	No



	Food & Beverages
	0.163
	No



	Technology
	0.580
	No



	Insurance
	0.583
	No



	Industrial
	0.710
	No



	Transportation & Logistics
	0.735
	No



	Construction
	0.632
	No



	Pharma & Healthcare
	0.517
	No



	Retail
	0.639
	No



	Software
	0.540
	No



	Telecommunications
	0.388
	No



	Utilities
	0.483
	No



	Financial Services
	0.640
	No



	Consumer
	0.548
	No
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Table 2. Single factor models for 18 German industry portfolios.






Table 2. Single factor models for 18 German industry portfolios.





	Industry
	Adj. R2
	Significant Constant





	Automobile
	0.502
	No



	Banks
	0.628
	Yes



	Chemicals
	0.714
	No



	Media
	0.433
	No



	Basic Resources
	0.572
	No



	Food & Beverages
	0.149
	No



	Technology
	0.565
	No



	Insurance
	0.583
	No



	Industrial
	0.706
	No



	Transportation & Logistics
	0.727
	No



	Construction
	0.559
	No



	Pharma & Healthcare
	0.514
	No



	Retail
	0.639
	No



	Software
	0.540
	No



	Telecommunications
	0.388
	No



	Utilities
	0.431
	No



	Financial Services
	0.626
	No



	Consumer
	0.548
	Yes
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Table 3. Testing for structural change—the three factor models.






Table 3. Testing for structural change—the three factor models.





	Industry
	Number of Breaks
	Break Dates





	Automobile
	0
	-



	Banks
	1
	2009/11



	Chemicals
	1
	2003/5



	Media
	1
	2002/6



	Basic Resources
	1
	2015/9



	Food & Beverages
	0
	-



	Technology
	2
	2003/11, 2010/5



	Insurance
	2
	2002,3, 2005/3



	Industrial
	0
	-



	Transportation & Logistics
	1
	2002/4



	Construction
	1
	2005/5



	Pharma & Healthcare
	1
	2002/5



	Retail
	1
	2002/9



	Software
	1
	2003/11



	Telecommunications
	2
	2002/9, 2005/5



	Utilities
	1
	2015/8



	Financial Services
	0
	-



	Consumer
	1
	2002/7
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Table 4. Testing for structural change—the single factor models.






Table 4. Testing for structural change—the single factor models.





	Industry
	Number of Breaks
	Break Dates





	Automobile
	0
	-



	Banks
	0
	-



	Chemicals
	0
	-



	Media
	1
	2003/6



	Basic Resources
	2
	2004/6, 2008/7



	Food & Beverages
	0
	-



	Technology
	1
	2010/11



	Insurance
	2
	2002/7, 2005/8



	Industrial
	0
	-



	Transportation & Logistics
	0
	-



	Construction
	1
	2002/7



	Pharma & Healthcare
	1
	2016/1



	Retail
	0
	-



	Software
	1
	2003/11



	Telecommunications
	1
	2005/2



	Utilities
	1
	2003/2



	Financial Services
	1
	2011/9



	Consumer
	0
	-
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Table 5. Testing for structural change—the three factor models with HAC (Heteroskedasticity and Autocorrelation Consistent Covariances) covariances.
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	Industry
	Number of Breaks
	Break Dates





	Automobile
	0
	-



	Banks
	3
	2002/11, 2009/11, 2016/1



	Chemicals
	1
	2003/5



	Media
	1
	2002/6



	Basic Resources
	1
	2015/9



	Food & Beverages
	0
	-



	Technology
	0
	-



	Insurance
	2
	2002/3, 2005/3



	Industrial
	0
	-



	Transportation & Logistics
	0
	-



	Construction
	1
	2005/5



	Pharma & Healthcare
	1
	2002/5



	Retail
	1
	2002/9



	Software
	1
	2003/11



	Telecommunications
	2
	2002/9, 2005/9



	Utilities
	1
	2015/8



	Financial Services
	1
	2013/6



	Consumer
	1
	2002/7
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Table 6. Testing for structural change—the single factor models with HAC covariances.






Table 6. Testing for structural change—the single factor models with HAC covariances.





	Industry
	Number of Breaks
	Break Dates





	Automobile
	0
	-



	Banks
	0
	-



	Chemicals
	1
	2012/10



	Media
	0
	-



	Basic Resources
	2
	2004/6, 2008/7



	Food & Beverages
	0
	-



	Technology
	1
	2010/11



	Insurance
	2
	2002/7, 2005/8



	Industrial
	0
	-



	Transportation & Logistics
	0
	-



	Construction
	0
	-



	Pharma & Healthcare
	1
	2016/1



	Retail
	0
	-



	Software
	1
	2003/11



	Telecommunications
	0
	-



	Utilities
	1
	2003/2



	Financial Services
	1
	2011/9



	Consumer
	0
	-
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