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Abstract: This study aims to analyze and generalize the factors influencing credit decision-making
in Turkey’s service sector, which has seen substantial growth and increased dynamism post-2000,
coinciding with accelerated economic development. The evolving competitive landscape and shifting
consumer purchasing perceptions have led companies within this sector to seek differentiation
strategies to attain a competitive edge. In this context, access to credit emerges as a crucial enabler
for companies to expand and capture market share. The research focuses on the financial and non-
financial characteristics of medium-sized service sector firms seeking credit, recognizing that both
sets of variables play a pivotal role in the credit allocation process conducted by banks. The core
of this study involves applying established assumption tests from extant literature, followed by an
extensive regression analysis. The primary objective of this analysis is to identify and underscore the
key financial and non-financial factors that significantly impact credit decisions in the service sector.
By examining these variables, the study seeks to contribute valuable insights into the credit decision-
making process, addressing the nuanced and varied nature of the service sector. This approach not
only provides a deeper understanding of the sector’s credit dynamics but also assists in formulating
more informed strategies for businesses seeking financial support within this evolving economic
landscape. The primary conclusion reached by the study is that non-financial variables exert a greater
influence on credit decision-making in the service sector compared to financial variables.

Keywords: credit decision; determinants of credit; qualitative variables; financials service sector

1. Introduction

Financial analysis plays a crucial role in understanding a company’s financial position
and performance. By evaluating financial statement accounts and comparing them to
established standards and industry averages, financial analysis allows for a comprehensive
assessment of a company’s liquidity, financial structure, profitability, and activities. These
kinds of analyses are also critical for understanding and assessing a company’s financial
health. This involves evaluating the relationships among accounts in financial statements
and interpreting them by comparing them with industry benchmarks and established
standards. Financial analysis is an essential tool for understanding and interpreting a
company’s financial statements (Konstantinidis et al. 2021).

Non-financial data collection and analysis are integral to credit assessment to deter-
mine the creditworthiness of borrowers and minimize credit risk (İş Bankası 2012; Vakıfbank
2011; Geçer 2014). Bolkvadze (2019) emphasizes the importance of analytical financial
tools in financial analysis, particularly in the study of business entities. Ceran (2019) used
financial ratios to predict non-performing loans (NPLs) in advance using artificial neural
networks. Mbona, Masimba, and Kong (Mbona and Yusheng 2019) highlight the signifi-
cance of financial statement analysis in understanding financial performance. Lam et al.
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(2021) propose an integrated entropy–fuzzy VIKOR model to evaluate the financial perfor-
mance of construction companies, identifying ECONBHD as the best-performing firm.

Credit-granting decisions have been extensively explored in academic literature, par-
ticularly with a focus on small and medium-sized Enterprises (SMEs). Traditionally, these
studies emphasize the importance of financial variables in credit decisions. Financial analy-
ses and ratios are key indicators of a firm’s creditworthiness. However, recent research has
also begun to stress the significance of non-financial variables (Jasevičienė et al. 2013).

Yan and Li (2023) introduced a credit risk prediction model for SMEs utilizing a
decision tree trained on data sets combined with a linear programming approach. By
integrating bank-specific constraints and objectives, the model aims to enhance the precision
of credit risk quantification for banks.

Other studies explained that modern firms aim to enhance shareholder value by mak-
ing decisions on various aspects, such as liquidity status, profitability, financial structure,
investment projects, and technological adaptability. Financing decisions can influence firm
value, with financial analysis providing information on ratio analysis, liquidity status,
financial structure, asset utilization efficiency, and profitability (Altuğ 2010).

Another study investigates the importance of non-financial information in credit deci-
sions, focusing on microentrepreneurs in China. It was discovered that non-financial data
such as business characteristics, personal traits, and social relationships play a substantial
role in the credit-granting process (Xu et al. 2019).

Similarly, Edem (2017) examined the role of non-financial data in making credit
decisions in Macedonian commercial banks. The study revealed that, in addition to financial
ratios, non-financial variables such as the company’s reputation, its relationship with the
bank, market conditions, and the legal framework had a significant impact on credit
decisions (Edem 2017).

Hossain (2023) reviewed the literature from 2016 to 2022 on Big Data analytics in
banking and found that IEEE (The Institute of Electrical and Electronics Engineers) is the
predominant publisher, with China as the major contributor. Hossain’s study highlights
Random Forest techniques as dominant in credit risk management in the financial services
sector while noting the need for further research on integrated algorithms.

Erdinç’s (2020) study investigated firm-specific and macroeconomic factors influencing
the profitability of manufacturing firms listed on Borsa Istanbul between 2009 and 2019.
A total of 129 firms were grouped by asset size, and 80 firms (20 large, 29 medium, and
31 small) were included in the analysis. Quarterly data from these firms were used, and
regression analysis was conducted. The dependent variables are the active profitability
rate, equity profitability rate, and pre-tax and interest profit (operational profitability) rates.
The independent variables are company size, liquidity, asset structure, total debt ratio
(leverage), GDP growth rate, and interest rates. The results of the research show a negative
impact of the leverage ratio and fixed asset ratio on all profitability ratios, while the GDP
growth rate had a positive effect (Erdinç 2020).

A systematic review of the literature provides a robust foundation for examining the
impact of financial and non-financial variables on the credit decisions of middle-market
companies in the service sector.

While the literature highlights the importance of both financial and non-financial
variables in credit decisions, there appears to be a gap in studies that specifically focus on
the service sector in Turkey. This study aims to fill this gap and provide a comprehensive
understanding of the factors influencing mid-segment companies’ credit decisions in the
service sector.

This study evaluates the impact of financial and non-financial features on the credit
decisions of SMEs in the service sector. The motivation behind this study lies in the
changing landscape of competition and consumer behavior, in which companies in the
service sector strive to differentiate themselves to gain a competitive edge.

Although academic studies exist on the attributes of companies affecting credit de-
cisions in Turkey, no study has been found to specifically reveal the attributes that are
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effective in the credit decisions of companies operating in the service sector. This finding
reveals a deficiency in existing literature.

Therefore, the findings of this study contribute to the existing research by shedding
light on certain financial and non-financial features that significantly affect credit decisions
for mid-segment service sector companies in Turkey. To accomplish this, we conducted a
comprehensive analysis of a diverse range of financial and non-financial variables. Statisti-
cal techniques and models are used to assess the relative importance and impact of these
variables on credit decisions.

This study emphasizes the pivotal importance of a multifaceted array of variables,
encompassing financial components, financial ratios, and non-financial data, in molding
the credit decisions of enterprises operating within the service sector. While a vast body of
literature has delved deeply into the importance of financial and non-financial variables
in credit decisions, what remains conspicuously under-explored is the specificity and
nuanced understanding of the service sector in Turkey, especially with respect to mid-sized
firms. Given the burgeoning role of the service sector in the Turkish economy and its
intricate interplay with global market dynamics, this research emerges not just as a filler
of an academic void but as an imperative. Our study is novel in its targeted focus on this
particular segment, offering insights that transcend conventional binary distinctions of
financial and non-financial variables. The contributions of this research are multifaceted.
First, it bridges a gap in understanding the unique dynamics of the Turkish service sector.
Second, it provides a granular analysis, juxtaposing a myriad of variables to ascertain
their influence on credit decisions. Last, our findings will serve as a pragmatic guide for
financial institutions, equipping them with a refined lens to evaluate creditworthiness.
We believe that this nuanced understanding can foster more resilient, sustainable, and
inclusive financial ecosystems in the region.

1.1. Financial Analysis

Financial analysis plays a vital role in financial decision-making by collecting and
interpreting data to evaluate the financial performance of businesses. This is important to
companies, banks, and governments because it provides a foundation for effective financial
planning. Planning activities cannot be conducted effectively without comprehensively
analyzing a company’s financial situation. Additionally, financial analysis is important for
governments and organizations that consider lending, partnering, taxing, and investing in
businesses.

Basic financial statements such as balance sheets and income statements were first
examined during the credit process. Other auxiliary tables were used to determine whether
the companies were suitable for credit.

1.2. Financial Statement Items and Ratios

Banks request financial and non-financial data from companies that apply for credit
during their credit processes. Non-financial data consists of information about the com-
pany’s standing with other banks and in the market, whereas financial data comprises
balance sheets and income statement items, financial ratios, and sectoral ratios. Financial
ratios are optional because they consist of balance sheet items. In other words, they vary
on a sectoral, regional, and firm basis. Therefore, depending on the company and sector,
different ratios can be produced and used for each credit evaluation.

Ratio analysis examines the partial relationships between items in financial statements
and provides information on the financial condition of a business. This ratio is a mathemati-
cal expression of the relationship between two items in financial statements. The calculated
ratios were typically expressed as percentages. It is possible to calculate a large number of
ratios to indicate the relationships among financial statement items. However, rather than
calculating a large number of ratios in a ratio analysis, it is more meaningful to focus on
the ratios that have meaningful relationships with each other.
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1.3. Non-Financial Analysis

Non-financial credit data, also known as intelligence data, are beneficial for getting to
know customers well and making accurate, quick, and safe decisions. If the demands of a
customer who is not well known cannot be met accurately and safely, the margin of error in
the decision to be made is high. When evaluating customer credit requests, it is necessary
to consider non-financial data to reach correct and safe decisions. The purposes of using
non-financial data in banking can be summarized as follows: to obtain information and
opinions about the general conditions of businesses, to discipline credit preparation based
on certain procedures and principles, and to ensure that credit risk is eliminated or reduced
by determining the business’s ability to pay.

There are a number of reasons why non-financial variables can be important predictors
of credit risk. First, non-financial variables can provide insights into borrowers’ motivations
and intentions. For example, a borrower who is unemployed and has a history of loan
default is more likely to default on a new loan than a borrower who is employed and has a
good credit history (World Bank 2014).

1.4. Credit

Economically, credit refers to the purchasing power of legal and real persons. The
main reason why various transactions that differ from each other are gathered under the
name of credit is because all of these transactions include providing “purchasing power” to
the other party (Yürük 2006, p. 63).

We examine the relationship between total credit volume and economic growth in two
ways. The first of these empirical studies is the evolution of credit volume as an indicator
of financial development or credit to the private sector as a ratio of gross domestic product,
and the second focuses on the relationship between direct credit volume and economic
growth. With the inferences of these studies and the increase in financial instruments
and institutions, the results show that financial development increases, and consequently,
economic growth is supported (Mercan 2013, p. 57).

1.5. Service Industry in Turkey

In the information age, and owing to the dynamic components of other sectors, services
are rapidly growing in importance in Turkey and the global economy. For these reasons,
Turkey has adopted a change in its sectoral structure in the planned development model
that has been implemented since the 1960s as an important objective, and plans have been
prepared within this framework. Since the 1980s, Turkey has increased industrial activities
while entering a period of globalization, and with the economic transformation of the 2000s,
the importance of the service sector and its role in the economy has increased (İnamoğlu
2013, p. 2).

In the first section of this study, credit, financial items, financial ratios, and non-
financial data are introduced, and the service sector is delineated. In the second section, the
study’s objectives, research design, data structure, hypotheses, detailed information about
the data set, sampling methods, and analytical techniques are elaborated. The third section
encompasses normality tests, correlation analysis, regression analysis, and hypothesis tests,
all serving the main objectives of the study. In the concluding section, the study’s key
takeaways are discussed, results are analyzed and interpreted, and recommendations for
future research are presented.

2. Methodology and Data
2.1. Aim of the Research

Financial and non-financial analyses play a significant role in credit decisions in the
service sector. Given the substantial impact of both types of analysis on credit decisions,
companies in today’s service sector not only seek credit from banks but also consider them
stakeholders for growth. Over the years, the symbiotic relationship between a company
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and a bank has had a considerable positive impact on the survival and growth of the
company as well as on the bank’s earnings.

This study evaluates the significance and impact of financial and non-financial analyses
on credit decisions in Turkey’s service sector. This study focuses on identifying the most
influential financial and non-financial variables among various options. This study aims to
ascertain which types of data—financial or non-financial—are more critical to banks’ credit
decisions. This study seeks to contribute to firms’ healthy growth strategies and efforts to
reduce non-performing loan (NPL) rates by understanding the effectiveness of the various
metrics and ratios used in banking practices.

The first section provides a brief introduction to the research topic and outlines its
objectives. The second part includes a literature review covering financial and non-financial
analyses, credit, and the service industry. This section establishes the theoretical frame-
work by elaborating on financial ratios and key non-financial variables and detailing their
importance in credit decision-making within the service sector.

The section on research design and methodology outlines the study’s purpose, scope,
methods, and model. Credit decisions serve as the dependent variable, whereas financial
and non-financial characteristics are selected as independent variables based on expert
opinions. The experts consulted four credit process analysts with at least five years of
experience in the bank from which the data were sourced. This section also describes the
data collection methods, metrics employed in the study, statistical analysis techniques, and
characteristics of the variables under investigation. The conclusion offers answers to the
research hypotheses and presents the major findings. We also discuss the contributions and
limitations of this study to the existing literature.

2.2. Research Methodology and Design

Qualitative and quantitative methods were used in this study. These methods are
forms of scientific research aimed at understanding research subjects in a relevant popula-
tion. Although the overall objectives of the quantitative and qualitative methods are similar,
their approaches and focus differ substantially. To elucidate the impact of financial ratios,
financial items, and non-financial data on credit decision-making, data from 530 companies
were collected from private banks. Subsequently, 34 factors were identified in the analysis.
Data were obtained from the bank system in compliance with all necessary ethical protocols,
and it was determined that the confidential nature of the data should be maintained and
not disclosed. After establishing these factors and completing the calculations, analyses
were performed to test the proposed hypotheses. The results clarify the influence of the
selected variables on credit decisions.

2.3. Hypotheses

1. H0a: Financial items do not have a significant effect on credit decisions in the Turkish service
sector.

2. H1a: Financial items have a significant effect on credit decisions in the Turkish service sector.

3. H0b: Financial ratios do not have a significant effect on credit decisions in the Turkish service sector.

4. H1b: Financial ratios have a significant effect on credit decisions in the Turkish service sector.

5. H0c: Non-financial data do not have a significant effect on credit decisions in the Turkish
service sector.

6. H1c: Non-financial data have a significant effect on credit decisions in the Turkish service sector.

7. H0d: Financial items, financial ratios, and non-financial data do not have a significant effect on
credit decisions in the Turkish service sector.
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8. H1d: Financial items, financial ratios, and non-financial data have a significant effect on credit
decisions in the Turkish service sector.

Figure 1 presents the framework for the hypotheses. This figure summarizes whether
Financial items, Financial ratios, and Non-financial items affect Credit Decisions. The col-
lective analysis of these groups of variables is also included under the label “All Variables”.
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2.4. Sampling, Data and Measures

This study explored the relationship between financial and non-financial variables
and credit decisions within Turkey’s service sector, focusing specifically on SMEs and
commercial firms. Systematic sampling was employed to select companies based on criteria
such as business segments, assets, and turnovers. The study incorporated 13 financial
variables, 12 financial ratio variables, and nine non-financial variables as independent
variables. These were selected through a review of existing literature and consultations
with experts from bank allocation departments (Erdinç 2020; İnamoğlu 2013; Ceran 2019).
Missing values were removed from the initial dataset of 1356 firms, resulting in a final
dataset comprising 530 data points. The scope of the study encompassed various sub-
sectors within the service industry, treating it as a holistic entity.

Figure 2 presents the research organization and offers a visual representation of the
theoretical model illustrating the relationship between credit decisions and financial/non-
financial variables. In this figure, 34 initial independent variables are categorized into three
distinct groups, and their full names are provided. The dependent variable in this study
was the credit decisions enacted by the banks. While some studies treat the credit decision
as a categorical variable, it is considered a numerical variable, particularly in hybrid studies
where both the credit decision and rate are predicted. For the purpose of this study, the
target variable was the amount of credit allocated to the firms; therefore, it was treated as a
numerical variable to enhance the sensitivity of the analysis.
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2.5. Statistical Methods Used in Data Analysis

The data analysis and hypothesis testing were performed using Python and SPSS
20.0 software packages. The analytical process began with preliminary assumption tests
for normality, followed by correlation and regression analyses, and ultimately, hypothesis
testing. Finally, the conclusions are presented in the final section.

The data distribution was examined using normality tests to determine the appropriate
analytical method. Given that the sample size exceeded 50, the Kolmogorov–Smirnov test
was used to assess data normality. However, recognizing the sensitivity of the test to large
sample sizes, we decided that exclusive reliance on these results could introduce bias.
Consequently, P–P/Q–Q plots were consulted as supplementary tools to corroborate the
findings of the normality tests.

A correlation analysis was performed to ascertain the relationships between the vari-
ables. The high correlations among the independent variables raised concerns about
multicollinearity, which were mitigated by removing highly correlated variables from
the analytical model. When deciding which variable to exclude, its relationship with the
dependent variable was considered. Also, the fixed effects model was used in this study.

In the employed model, the Bidirectional Elimination (or Stepwise Selection) method
was utilized for variable selection within the Stepwise approach. This was implemented
with the objective of establishing a refined set of variables for modeling, specifically by
eliminating the binary relationships among the variables. This process aims to ensure a
more robust and accurate model by focusing on the most relevant and impactful variables,
thereby enhancing the overall effectiveness of the modeling exercise.
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3. Data Analysis and Research Findings

As the normality test, P–P/Q–Q plots were taken into consideration when deciding
whether the data was normally distributed or not. The credit decision variable is found to
have an approximately normal distribution.

3.1. Normality Analysis

Several methods are available to measure the normality of variables. The most com-
monly used methods are as follows.

• Shapiro–Wilk Test:

Null Hypothesis: The data follows a normal distribution.
Test Statististic (W):

W =

(
∑n

i=1 aix(i)
)2

∑n
i=1(xi − x)2

The test statistic W is calculated based on the ordered sample values x(i) and their
corresponding expected values ai under normality (Shapiro et al. 1968). Based on the
Shapiro–Wilk test, the data appeared to be normally distributed (Shapiro–Wilks Test Statis-
tic: 0.9944, p-value: 0.5009).

• Kolmogorov–Smirnov Test:

Null Hypothesis: The data follow a specific distribution (e.g., normal distribution).
Test Statistic (D):

D = max|Fn(x)− F(x)|

Test statistic D was calculated based on the maximum absolute difference between
the cumulative distribution function (CDF) Fn(x) of the observed data and the CDF Fn(x)
under the hypothesized distribution. The Kolmogorov–Smirnov test indicated that the
data were likely to be normally distributed (Kolmogorov–Smirnov Test Statistic: 0.0259,
p = 0.5046).

• P–P/Q–Q (Probability–Probability/Quantile–Quantile) plot:

P–P/Q–Q plots are utilized to assess the fit of a dataset to a normal distribution. The
PP plot compares observed cumulative probabilities with expected probabilities under
a normal distribution. Ideally, the plotted points should be aligned along a straight line,
indicating a normal distribution. Deviations from the straight line indicated a departure
from normality. These plots helped identify significant deviations from the normality of
the data. Figure 3 presents the corresponding plots for the dependent variable.

Figure 3 shows that credit decisions and independent variables exhibit an approximate
normal distribution.

The following steps were followed in the analyses.

• Correlation Analysis: The formula for Pearson’s correlation coefficient (r) between
two variables X and Y is given by

r =
∑
(
X− X

)(
Y−Y

)√
∑
(
X− X

)2
∑
(
Y−Y

)2

where X and Y represent the means of variables X and Y, respectively.
• Multiple Regression Analysis: the formula for multiple linear regression is represented

as follows:
Y = β0 + β1X1 + β2X2 + . . . + βpXp + ε

where Y is the dependent variable, X1, X2, . . . , Xp is the independent variable,
β0, β1, β2, . . . , βp is the regression coefficient, and ε is the error term.
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• Adjusted R-squared (Coefficient of Determination): the formula for adjusted R-squared
(Adj R2) in the multiple regression analysis was calculated as

Adj_R2 = 1−
(
1− R2)(N − 1)

N − p− 1
,

where R2 = 1− ∑(Y−Ŷ)
2

∑(Y−Y)
2 and N are the total sample sizes; p is the number of inde-

pendent variables; Y represents the observed values of the dependent variable; Ŷ
represents the values predicted by the regression model; and Y represents the mean of
the dependent variable.
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3.2. Financial Item Analysis

Correlation analysis was conducted to assess the relationships among these financial
variables, thereby minimizing the issue of multicollinearity. Thirteen independent variables
were initially considered in the Financial item category. Subsequent to this evaluation,
variables with a Pearson correlation coefficient of ±0.80 or higher were scrutinized, and
it was decided to retain only one of the highly correlated pairs, removing the other from
the dataset. Notably, significant and strong correlations were observed between Assets
and Current Assets, Assets and Long-Term Liabilities, and Current Assets and Current
Liabilities (Pearson’s correlation coefficients were 0.842, 0.811, and 0.863, respectively; all
p = 0.000). Consequently, two variables—Current Assets and Long-Term Liabilities—were
excluded, and the analysis proceeded with 11 financial variables.

Multiple linear regression analysis using a Stepwise Method revealed that the eighth
model was statistically significant. The goodness of fit of the model was examined using
the coefficient of determination adjusted to the R2 values. Based on this evaluation, the
capability of the selected financial variables to explain the variations in credit decisions is
54%. The selected financial variables are assets, liquid assets, inventories, current liabilities,
equity, net working capital, net sales, previous net sales, the absolute value of the change in
net sales, net profits, and total liabilities. Additionally, a statistically significant relationship
is identified between credit decisions and several financial variables, including assets,
current liabilities, equity, net sales, previous net sales, the absolute value of the change
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in net sales, net sales, net profit, and total liabilities (p < 0.05). Conversely, no significant
relationship is observed between liquid assets, inventories, net working capital, and credit
decisions (p > 0.05).

Based on the regression analysis results presented in Table 1, a statistically significant
relationship is observed between credit decisions and financial item variables. The derived
model was deemed statistically significant (F = 75.143, p < 0.001). Additionally, the model
displayed no evidence of autocorrelation, as indicated by a Durbin–Watson statistic of 0.996.
Consequently, the model was deemed statistically robust and valid.

Table 1. Coefficients and Adj-R2 of Regression Model for Financial Items.

8. Model F Dependent
Variable Independent Variables B t p Adj-R2

F = 75.143
p = 0.000 Credit Decision

Constant −197,186 −2.488 0.013

0.536

Total Liabilities 0.146 7.720 0.000

Net Profit 0.417 8.871 0.000

Equity 0.206 4.952 0.000

Previous Net Sales −0.120 −7.026 0.000

Net Sales 0.084 5.596 0.000

Current Liabilities 0.182 5.084 0.000

Assets 0.061 −2.554 0.011

Absolute Value of Net
Sales–Previous Net Sales −0.076 −2.198 0.028

3.3. Financial Ratio Analysis

Data pertaining to the financial ratios of 530 companies in the service sector were
analyzed. Financial ratio variables, presumed to influence the dependent variable, were
employed in the analysis.

Correlation analysis was conducted to ascertain the relationship between the financial
ratio variables. This step mitigated the risk of multicollinearity among the independent vari-
ables. The dataset initially contains 12 independent variables in the financial ratio category.
Upon analysis, variables with a Pearson correlation coefficient of ±0.80 or higher were scru-
tinized, and one variable from each correlated pair was removed from the dataset. Specifi-
cally, a significant and strong correlation was observed between “Net Profit/Assets” and
“Current Liabilities/Net Profit” as well as between “Net Profit/Assets” and “Equity/Net
Profit” (Pearson Correlation = 0.856, p < 0.001; Pearson Correlation = 0.872, p < 0.001, re-
spectively). Consequently, one variable—net profit/assets—was excluded because of its
weaker association with the dependent variable.

A multiple linear regression analysis using the stepwise method was conducted to
elucidate the relationship between credit decisions and the financial ratio variables. The
fifth model was considered statistically significant. Key metrics, such as the relationship
coefficient, percentage of the dependent variable explained by the independent variables,
and adjusted R2 values, were examined. According to the results presented in Table 2, the
ability of the variables to explain the variations in credit decisions was 21%. The variables
are net sales/assets, current liabilities/net profit, long-term liabilities/absolute value of
net sales/previous net sales, long-term liabilities/net profit, net working capital/equity,
equity/net sales, equity/net profit, current assets/assets, net fit/net sales, total debt/net
sales, and total debt/net profit. Furthermore, a significant relationship is identified between
Current Liabilities/Net Profit, Long-Term Liabilities/Net Profit, Current Assets/Assets,
Total Debt/Net Sales, Total Debt/Net Profit, and Credit Decisions (p < 0.05). Conversely, no
significant relationship is observed between the variables net sales/assets, long-term liabili-
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ties/absolute value of net sales–previous net sales, net working capital/equity, equity/net
sales, equity/net profit, net profit/net sales, and credit decisions (p > 0.05).

Table 2. Coefficients and Adj-R2 of Regression Model for Financial Ratios.

5. Model F Dependent
Variable Independent Variables β T p Adj-R2

F = 28.510
p = 0.000 Credit Decision

Constant 925,721 4.245 0.000

0.214

Current Liabilities/Net Profit −197,123 10.023 0.000

Total Debt/Net Profit −80,574 −5.919 0.000

Long-Term Liabilities/Net
Profit −62,880 2.951 0.000

Current Assets/Assets 810,149 −2.464 0.014

Net Sales/Assets 127,067 2.118 0.035

Based on the results of the regression analysis presented in Table 2, a significant
relationship between credit decisions and financial ratio variables was observed. The
derived model was statistically significant (F = 28.510, p < 0.001). Additionally, a Durbin–
Watson statistic of 0.447 indicated no autocorrelation within the model. Thus, the model
was considered statistically valid.

3.4. Non-Financial Analysis

Data pertaining to non-financial variables from 530 companies in the service sector
were analyzed. Non-financial variables believed to influence the dependent variable were
included in the analysis. Correlation analysis was conducted to mitigate multicollinearity
among the independent variables. Out of nine initial non-financial variables, one was
removed due to a high correlation (±0.80 or above) with another variable. Specifically,
a significant and high correlation was found between “Cash Limit in Risk Center” and
“Cash Risk in Risk Center” (Pearson Correlation = 0.873, p = 0.01). Consequently, “Cash
Risk in Risk Center” was excluded from the dataset, resulting in eight variables for subse-
quent analyses.

A multiple linear regression analysis was conducted using a stepwise method to
ascertain the relationship between credit decisions and the remaining non-financial vari-
ables. The sixth model is statistically significant. Key statistics, such as the correlation
coefficient, explanatory power of the independent variables over the dependent variable,
and adjusted R2 values, were examined. According to these metrics, variables including
“Deposit Average in Banks Over the Last Year”, “Cash Limit in Risk Center”, “Number of
Banks with Limits in Risk Center”, “Current Class A Cash Collateral Amount”, “Current
Class B Cash Collateral Amount”, “Current Class C Cash Collateral Amount”, “Weighted
KKB Score” and “Current Signature Collateral Limit” accounted for 71% of the variance in
credit decisions. A significant relationship was found between “Cash Limit in Risk Center”,
“Number of Banks with Limits in Risk Center”, “Current Class A Cash Collateral Amount”,
“Current Class B Cash Collateral Amount”, “Current Class C Cash Collateral Amount”,
“Current Signature Collateral Limit” and the dependent variable, Credit Decision (p < 0.05).
No significant relationship was observed between the “average deposit in banks over the
last year”, “weighted KKB score,” and the dependent variable, credit decisions (p > 0.05).

According to the results of the regression analysis presented in Table 3, a significant
relationship is observed between credit decisions and non-financial variables. The derived
model was found to be statistically significant, as evidenced by an F-value of 217.73
and a p-value of less than 0.05 (p = 0.000). Additionally, the Durbin–Watson statistic of
1.442 indicates the absence of autocorrelation within the model. Based on these metrics, the
model was deemed statistically valid.
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Table 3. Coefficients and Adj-R2 of Regression Model for Non-Financial Data.

5. Model F Dependent
Variable Independent Variables β T p Adj-R2

F = 217.73
p = 0.000 Credit Decision

Constant 570,182 5.937 0.000

0.714

Current Class A Cash
Collateral Amount 0.974 28.23 0.000

Cash Limit in Risk Center 0.061 7.076 0.000

Weighted KKB Score 1.650 4.370 0.000

Current Class C Cash
Collateral Amount −1.313 −3.696 0.000

Number of Banks with Limits
in Risk Center −36,496 −2.880 0.004

Current Class B Cash
Collateral Amount 0.278 2.296 0.022

3.5. All Variable Groups Analysis

A comprehensive regression analysis, including all group variables, was performed.
Following prior regression analyses, data related to financial items, financial ratios,

and non-financial variables for the 530 companies operating in the service sector were
collectively analyzed. Multiple linear regression analysis is subsequently conducted to
evaluate the collective influence of financial and non-financial variables on credit decisions.
The variables are listed in Table 4.

Table 4. Classification of Significant Variables for Financial Items, Ratios, and Non-Financial Data.

All Significant Variables

Financial Items Financial Ratios Non-Financial Variables

Assets Net Sales/Assets Deposit Average in Banks
Last 1 Year

Liquid Assets Current Liabilities/Net Profit Cash Limit in Risk Center

Inventories
Long-Term Liabilities/Absolute

Value of Net Sales–Previous
Net Sales

Number of Banks with Limits in
Risk Center

Current Liabilities Long-Term
Liabilities/Net Profit

Current Class A Cash
Collateral Amount

Equity Net Working Capital/Equity Current Class B Cash
Collateral Amount

Net Working Capital Equity/Net Sales Current Class C Cash
Collateral Amount

Net Sales Equity/Net Profit Weighted KKB Score

Previous Net Sales Current Assets/Assets Current Signature Collateral Limit

Absolute Value of Net
Sales-Previous Net Sales Net Profit/Net Sales

Net Profit Total Debt/Net Sales

Total Liabilities Total Debt/Net Profit

From the preceding analyses, the variables deemed redundant and subsequently
removed included Current Assets and Long-Term Liabilities among the financial item
variables, net fit/assets among the financial ratio variables, and cash risk in risk centers
among Non-Financial Variables.



J. Risk Financial Manag. 2023, 16, 487 13 of 18

Correlation analysis was performed to ascertain intervariable relationships. Based on
these results, the Weighted KKB Score was excluded from the Non-Financial Variables, and
the Equity variable was removed from the financial variables.

A comprehensive regression analysis is performed to assess the relationship between
credit decisions and the remaining variables. The eighth model was significant when using
the stepwise method. Key metrics, such as the relationship coefficient, proportion of the
dependent variable explained by the independent variables, and adjusted R-squared values,
were analyzed. According to the findings, the collective explanatory power of financial
items, financial ratios, and non-financial variables for the credit decision variable was 81%.
The analysis revealed significant associations between the Credit Decision variable and
several variables within Financial Items at a significance level of p < 0.05 (e.g., such as Assets,
Equity, Net Sales, Previous Net Sales, Net Profit, Total Liabilities); Financial ratios (e.g.,
such as Net Sales/Assets, Current Liabilities/Net Profit, Long-Term Liabilities/Net Profit,
Net Profit/Net Sales, Total Debt/Net Sales, Total Debt/Net Profit); and Non-Financial
variables (e.g., such as Cash Limit in Risk Center, Number of Banks with Limits in Risk
Center, Current Class A Cash Collateral Amount, Current Class C Cash Collateral Amount,
Weighted KKB Score, Current Signature Collateral Limit).

According to the regression analysis results presented in Table 5, a statistically sig-
nificant relationship is identified between credit decisions and financial items, financial
ratios, and non-financial factors. The model was confirmed to be statistically significant, as
evidenced by an F-value of 132.641 and a p-value less than 0.05 (p = 0.000). Additionally,
the absence of autocorrelation in the model was verified using a Durbin–Watson statistic of
1.710, confirming the statistical validity of the model.

Table 5. Coefficients and Adj-R2 of Regression Model for All Variables.

8. Model F Dependent
Variable Independent Variables B t p Adj-R2

F = 132.641
p = 0.000 Credit Decision

Constant 245,785 2.322 0.021

0.805

Current Class A Cash Collateral
Amount 0.682 18.025 0.000

Total Liabilities 0.152 8.596 0.000

Current Liabilities/Net Profit 85,375 7.533 0.000

Total Debt/Net Profit −50,288 −5.732 0.000

Net Profit 0.280 4.963 0.000

Net Profit/Net Sales −165,810 −3.097 0.002

Current Signature Collateral Limit 1.289 4.081 0.000

Previous Net Sales −0.019 −1.676 0.004

Net Sales 0.026 2.275 0.023

Number of Banks with Limits in
Risk Center −49,598 −4.540 0.000

Cash Limit in Risk Center 0.044 4.396 0.000

Assets 0.060 −4.867 0.000

Long-Term Liabilities/Net Profit 38,906 3.274 0.001

Net Sales/Assets 106,938 3.718 0.000

Current Class C Cash Collateral
Amount −0.886 −2.992 0.003

Total Debt/Net Sales −99,727 −2.314 0.021
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With a single unit increase in variables such as Current Class A Cash Collateral
Amount, Total Liabilities, Current Liabilities/Net Profit, Net Profit, Net Profit/Net Sales,
Current Signature Collateral Limit, Net Sales, Cash Limit in Risk Center, Assets, Long-Term
Liabilities/Net Profit, and Net Sales/Assets, credit decisions increased by coefficients of
0.682, 0.152, 85,375, 0.280, 165,810, 1.289, 0.026, 0.044, 0.060, 38,906, and 106,938, respectively.
Conversely, an increase of one unit in Total Debt/Net Profit, Previous Net Sales, Number
of Banks with Limits in Risk Centers, Current Class C Cash Collateral Amount, and Total
Debt/Net Sales resulted in a decrease in credit decisions, with coefficients of 50,288, 0.019,
49,598, 0.886, and 99,727, respectively.

The regression model was further corroborated through residual plot analysis, pre-
sented in Figure 4, which confirmed the absence of heteroskedasticity. The Jarque–Bera
test yielded a p-value of 0.0000, further bolstering the reliability of the regression analysis
employed in the study.
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The red dashed line in a residual plot represents the expected position of residuals if a
predictive model’s estimates are perfect. It serves as a benchmark for assessing the model’s
prediction accuracy, where deviations indicate prediction errors. Within the framework of
econometric modeling, the treatment of outliers is a topic that has generated significant
discourse. Outliers can profoundly influence the accuracy of regression estimates. The
literature typically divides the discussion on outliers into two distinct perspectives:

Econometric Perspective: From a purely statistical standpoint, outliers are observations
that notably deviate from the expected pattern of the data. These can unduly influence
the model’s performance and potentially lead to misleading interpretations. Quantitative
metrics, such as Cook’s distance, are employed to diagnose and assess the influence of
these outliers. When such outliers are identified, standard procedure in econometrics often
recommends their removal or adjustment, especially if their presence adversely affects the
model’s diagnostic tests and predictive accuracy.

Financial Realism Perspective: However, outliers often represent genuine economic
phenomena in financial econometrics. These outliers could be symptomatic of events
or processes that have genuine economic significance, such as unofficial balance sheet
adjustments, anomalous sales activities, or taxation anomalies. Removing these outliers
might enhance the statistical properties of the model but at the expense of omitting crucial
information about the underlying economic process. From this viewpoint, discarding such
outliers would strip the model of its ability to capture the full complexity and nuances of
the financial reality it seeks to represent.

In summary, while the conventional econometric approach prioritizes the statistical
integrity of the model, the financial realism perspective underscores the importance of
retaining economically meaningful outliers. Hence, the decision of whether or not to
remove outliers should not be based solely on statistical considerations. It is essential
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also to weigh the substantive economic context and the specific objectives of the analysis.
Furthermore, the impact of outliers needs to be quantified before deciding upon their
removal. Given these considerations, it was determined that retaining the outliers would
be more conducive to the objectives of the study.

In our analytical process, we also considered the impact of outliers on our regression
model. A version of the model was employed after removing these outliers. The results
were remarkably consistent with those obtained using the least squares estimation on
the full dataset. Given the similarity in outcomes and to maintain conciseness in our
presentation, we opted not to report the results of the outlier-removed model in detail
within this paper. However, it is worth noting that the presence or removal of outliers did
not significantly distort our main findings.

In the presence of outliers, one can employ robust regression techniques, for example,
robust M-estimation, among others. However, in this study, we confine ourselves to
classical least square estimation.

To further assess the integrity of the model, multicollinearity issues were examined
independently for the Financial Items, Financial Ratios, and Intelligence Data variable
groups. As evidenced by the Variance Inflation Factors (VIF) presented in Table 6, no VIF
values indicative of multicollinearity concerns were identified.

Table 6. Variance Inflation Factor (VIF) for each Variable.

Variable Name VIF Variable Name VIF Variable Name VIF

Total Liabilities 1.018321 Current Liabilities/Net
Profit 1.007908 Current Class A Cash

Collateral Amount 1.010088

Net Profit 1.016648 Total Debt/Net Profit 1.010269 Cash Limit in Risk
Center 1.013432

Equity 1.057124 Long-Term
Liabilities/Net Profit 1.019002 Weighted KKB Score 1.028962

Previous Net Sales 1.077362 Current Assets/Assets 1.217395 Current Class C Cash
Collateral Amount 1.055214

Net Sales 1.025715 Net Sales/Assets 1.1246 Number of Banks with
Limits in Risk Center 1.06382

Current Liabilities 1.01011 Current Class B Cash
Collateral Amount 1.27036

Assets 1.013703

Absolute Value of Net
Sales–Previous Net Sales 1.010068

4. Conclusions and Discussion
4.1. Findings and Results

Aligned with most commercial enterprises’ overarching objectives, banks primarily
aim to maximize profits. Historically, they have realized this goal through avenues like
funding businesses in the marketplace or treasury tool investments. Primarily, it is pos-
tulated that banks generate substantial revenue through market funding, coupled with
meticulous oversight of credit returns to mitigate the emergence of non-performing assets.
During this critical phase, a comprehensive evaluation of both financial and non-financial
data furnished by companies becomes instrumental in guiding credit allocation decisions
(Villalpando 2014).

The results indicate that both financial and non-financial data have a significant impact
on credit decisions. The analysis demonstrates that these data positively influence credit
decisions, with non-financial variables having the strongest effect, followed by financial and
financial ratio variables. Considering all variable groups, the regression analysis confirms
that evaluating these data together yields more effective credit decisions, with the highest
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model success rate compared with separate analyses. Thus, it can be concluded that the
financial and non-financial data provided by enterprises in Turkey have a positive effect on
their credit limits and the banks’ credit allocation decisions.

In juxtaposition with the extant literature that scrutinizes the influences of both finan-
cial and non-financial variables on credit determinations in specific sectors, the analytical
results of this study elucidate certain variables previously unexplored in such contexts yet
demonstrably impactful on credit decisions. Beyond confirming the findings of prior re-
search, these results introduce novel variables into the discourse. Given the heterogeneous
sub-sector distribution within the service industry, yet the financial congruities among
them, the introduction of these unprecedented financial and non-financial variables can
potentially enrich the credit decision-making paradigm within the sector (Melnyk et al.
2020; Ceran 2019).

For firms operating in the service sector, the establishment of robust, enduring, and
efficacious credit relationships with financial institutions necessitates the comprehensive
management of both financial and non-financial reputational factors. This involves the
meticulous maintenance of financial records, robustness of key financial metrics, and trans-
parency of non-financial data. Such strategic efforts contribute substantively to constructing
a favorable organizational image and reputation from a banking perspective. By show-
casing their management of both financial and non-financial variables, firms can position
themselves as credible and reliable partners for financial institutions, thereby facilitating
long-term, mutually beneficial relationships.

In conclusion, this study underscores the criticality of a multifaceted set of variables,
including financial items, financial ratios, and non-financial data, in shaping credit decisions
of enterprises in the service sector. These findings emphasize that firms must proactively
manage their financial and market reputations to forge durable and advantageous credit
affiliations with banks. By providing comprehensive and verifiable financial and non-
financial data, these enterprises can increase their creditworthiness, thereby extending
their access to higher credit limits and sustaining a continuum of support from financial
institutions.

A salient contribution of this study lies in its nuanced approach to disentangling
the intertwined influences of financial and non-financial data on credit determinations.
Unlike previous studies, which often conducted isolated examinations of these variables
or focused within narrow industry boundaries, the current research adopts a distinctive
approach by integrating these variables comprehensively, thereby yielding a more holistic
comprehension. Specifically, our findings illuminate the differential weightings banks ac-
cording to these data types, with non-financial metrics emerging as surprisingly dominant
determinants. This underscores a shifting paradigm in credit decision-making processes,
where subjective and qualitative indicators are increasingly pivotal. Moreover, by introduc-
ing previously uncharted financial and non-financial variables into the credit evaluation
matrix, this study advances the academic discourse and provides pragmatic insights for
the banking sector. The integration of these innovative variables serves not only as an
augmentation to the existing scholarly landscape but also equips financial institutions with
refined tools and metrics, optimizing their credit allocation endeavors.

As a result, this study’s insights offer significant implications for banks and policy-
makers, particularly in enhancing credit assessment models and fostering service sector
growth. Banks can utilize these findings to incorporate a wider range of non-financial
metrics in their credit evaluations, potentially improving risk assessment accuracy and
supporting viable enterprises. Policymakers could leverage these insights to develop poli-
cies promoting transparency in non-financial reporting, aiding in more informed credit
decisions, especially beneficial to SMEs.

4.2. Limitations and Future Study

Although insightful, this study had several limitations that warrant further discussion.
The analysis was confined to the service sector and based on limited sample size, thus
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constraining the generalizability of the findings beyond this specific industry. Furthermore,
this study focuses solely on the impact of variables on credit decisions, and there may be
limitations in the applicability of statistical methods to real-world scenarios. The missing
values in the dataset further complicate the interpretation of the results.

Notwithstanding these limitations, this study significantly augments the existing
literature by comprehensively examining the interplay between financial items, financial
ratios, and non-financial variables affecting credit decisions, a domain not extensively
explored in previous studies. This study offers both theoretical and empirical contributions
by illuminating how various financial and non-financial metrics influence credit decisions
within the SME segment of the Turkish service sector. These insights can serve as valuable
guides for financial institutions to design credit evaluation models based on the unique
characteristics of these enterprises.

A key contribution of this study is its nuanced exploration of the relationships between
multiple variables and credit decisions. This comprehensive approach not only fills a
research gap but also advances our understanding of the nuanced mechanisms driving
credit allocation in Turkey’s service sector. Additionally, a comparative analysis of the three
variable categories enriches the literature by delineating their relative impacts on credit
decisions and emphasizing the need for a multifaceted approach to credit evaluations.

Despite its narrow focus on SMEs in a specific sector, this study offers actionable
insights for financial institutions seeking to refine credit allocation mechanisms. This
underscores the importance of crafting credit evaluation models tailored to the idiosyncratic
needs and characteristics of SMEs in the service sector.

In conclusion, this study posits that non-financial variables have a more pronounced
influence on credit decisions than financial variables. This counterintuitive finding paves
the way for future research to further explore the relevance of non-financial metrics in credit
decision-making, a relatively underexplored area in the existing literature. Overall, this
study extends our understanding of the multifaceted influences on credit decisions in the
service sector and lays the groundwork for subsequent investigations in other industries.

Theoretically, this research challenges and extends existing credit allocation theories by
emphasizing non-financial variables, thereby enriching the literature on financial decision-
making. However, the study’s focus on Turkey’s service sector and a limited sample
size calls for further research in diverse settings to validate these findings universally.
Such explorations could broaden the theoretical and practical understanding of credit risk
assessments globally.
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