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Abstract: Data acquisition and supervisory control are usually performed using client-server
architecture and centralized control in conventional power systems. However, the message
transmission and fault clearing are too slow for large-scale complex power systems. Microgrid
systems have various types of distributed energy resources (DERs) which are quite different
in characteristics and capacities, thus, the client-server architecture and centralized control are
inadequate to control and operate in microgrids. Based on MATLAB/Simulink (ver.R2012a)
simulation software and Java Agent Development Framework (JADE) (JADE 4.1.1-revision 6532),
this paper proposes a novel fault protection technology that used multi-agent system (MAS) to
perform fault detection, fault isolation and service restoration in microgrids. A new topology
identification method using the YBus Matrix Algorithm is presented to successfully recognize
the network configurations. The identification technology can respond to microgrid variations.
Furthermore, the interactive communications among intelligent electronic devices (IEDs), circuit
breakers (CBs), and agents are clarified during fault occurrence. The simulation results show that the
proposed MAS-based microgrids can promptly isolate faults and protect the system against faults in
real time.

Keywords: multi-agent system; microgrid; distributed energy resources; topology identification bus;
impedance matrix

1. Introduction

This work builds on a recent conference paper [1] concerning fault protection coordination
in microgrids. Compared with the conference paper, a new topology identification method and
some performed study cases are presented in this paper. There are many sources of energy that
harness natural processes and thus considered renewable and environmentally friendly. Renewable
energies are under active development in many countries. Facing the global energy crisis, microgrid
systems are effective approaches to solve the energy issue and reduce carbon dioxide emissions [2–4].
Centralized control is adopted in conventional large-scale and high-voltage power systems. In contrast,
a microgrid system usually consists of small-scale and low-voltage distributed energy resources (DERs)
like photovoltaics (PVs), fuel cells, wind power, and micro-turbines. The characteristics and capacities
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of DERs are quite different [5,6]. As a result, the conventional centralized control is inadequate for
microgrid systems [7–9]. To solve this problem, a novel multi-agent system (MAS) based on topology
identification method is proposed in this paper.

An agent can be viewed as a system that is able to perceive its environment through sensors and
act upon that environment through actuators, so it can be said that a MAS is a computer-based system,
which comprises multiple intelligent agents that are able to interact with each other and carry out their
tasks independently without having to wait for a central control signal. The individual agents can
cooperate with other agents to achieve individual objectives, or coordinate to achieve global objectives.
Furthermore, a MAS with highly autonomy and flexibility can make a decision based on its own
judgment to fulfill a specified task or partition a complicated task into several smaller and simpler
ones, each to be tackled by an individual agent. Many studies have been reported on the application of
MASs to microgrids [10–18].

A network topology processor (NTP) utilizes the recent circuit breaker (CB) status to determine
the topology of an electrical distribution network. Extensive research has been conducted on topology
identification methods [19–25]. In this paper, a new Topology Identification Matrix method applied
in a multi-agent-based microgrid system is proposed to perform MAS protection coordination.
The CB status in the microgrids was gathered and converted into a so-called YBus matrix to evaluate the
faults. This work reveals how to determine the required settings of CB agents for the fault protection
coordination both in grid-connected and islanded modes. The main contributions of the current
paper are that a new Topology Identification Matrix method was developed for a microgrid system
with a dynamic network and a MAS protection coordination strategy was used for fault protection.
The proposed approach is verified for the case of symmetrical faults of a radial distribution system.

2. Topology Identification Matrix Method

In this paper, a new method for the determination of electrical distribution network topology
based on the YBus Matrix Algorithm has been developed. The proposed approach is mainly divided
into two parts. The first part records and models CB status, and then forms a matrix called a Topology
Matrix (TM). The TM is used to describe all the connection information of a microgrid. The second
part constructs the YBus matrix that is used for fault analysis and finding the setting parameters of
relays. In this work, the approach is applied to a radial distribution system with DER penetration.

2.1. Topology Matrix Model

The topology of an electrical distribution network can be determined by the CB status obtained
from CB agents. CBs and CB agents are placed on both sides of distribution lines, and terminal sides of
generators and loads. The agents on the distribution lines, generator, and load are called Lines Agent,
Generator Agent, and Load Agent, respectively. In addition, all the microgrid connections are recorded
in the TM.

To develop the TM model, the agent code (AC) is established in Table 1 according to the node
connection type. Figure 1a shows an example network in which the CB is simply modeled by a
sequence of numbers 1, 2, . . . , 6. The two sides of CB are labeled as “a” and “b” as shown in Figure 1b.
In Figure 1c, each side “a” and “b” is respectively registered on the column header and row header of
the TM. In the TM, the CB status is placed in the corresponding matrix element position. CB ON and
OFF are represented as 1 and 0, respectively. Furthermore, the connections of CB terminals between
components (CB, generator or load) are done in the same way. The connected and not-connected
components are labeled as 1 and 0, respectively. Finally, every terminal number (both rows and
columns) is completed with the AC listed in Table 1 that gives the information about what kind of
agent or node is connected to the next components. For example, the terminal 1b connects with 1a
through CB1, and connects with 2a and 3a through Bus B1 (AC = 4). This case is listed in the second
row of TM. The simplified topology graph for the TM model is shown in Figure 1d.
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The key feature of the TM is that it reveals all the connection information in the electrical network
system. In other words, the CB status can be identified by the TM model. If one of the CBs trips,
the entire row or column of TM associated with the trip CB will be updated and zeroed for comparison
between with AC. This can be formulated as:

TM(all.row, TCB) = 0 if ACTCB.a < ACTCB.b (1)

TM(TCB, all.col) = 0 if ACTCB.a > ACTCB.b (2)

where TCB is the Tripped-CB and TCB.a and TCB.b are the terminal sides of Tripped-CB. For example,
if CB2 trips, the entire row 2b is set to zero because ACTCB.2a (=4) > ACTCB.2b (=1). The resulting TM
can be updated as shown in Figure 2a. Accordingly, the corresponding topology graph is shown in
Figure 2b.
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Table 1. Agent code.

Code Connection Node Type

1 Line
2 Generator (G)
3 Load (L)
4 Bus (B)
0 Others
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2.2. YBus Matrix Algorithm

As mentioned above, in the electrical distribution network, the connection between CBs and
components can be identified from the TM model. However, the TM model cannot be used for fault
analysis. To perform fault analysis in microgrids, the TM model requires conversion to a so-called
YBus Matrix. The TM model obtained from Figure 1a–c is shown in Figure 3a and it is used to perform
the conversion. The conversion process is illustrated as follows:
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YBus Matrix; (g) Computation of the remaining elements of the YBus Matrix; (h) YBus Matrix.

2.2.1. Step 1: Extract the Conversion Matrix (CM) and Base Matrix (BM) from the Topology
Matrix (TM)

First, choose the rows and columns of TM associated with all ACs (agent codes) = 4 to construct
the CM that describes the bus connection information in the network. The constructed CM is obtained
and shown in Figure 3b, where BN is the bus number. After subtracting rows and columns associated
with all AC = 4, the rest of TM is then BM and given in Figure 3c.

2.2.2. Step 2: Construct the Conversion Table from CM and the Modified BM

It can be seen that there are two rows in CM, and then the network has two buses. The CM
gives all the bus connection information. From the example system in Figure 1a, CBs 1, 2, and 3 are
connected to bus 1 and CBs 4, 5, and 6 are connected to bus 2. The connection information is tabulated
in Figure 3d that is referred to as the conversion table. Next, BM in Figure 3c needs to be modified.
Based on the conversion table, the terminal sides of CBs in BM are replaced by the connected-bus
number. The modified BM is given in Figure 3e. From the comparison of Figure 3c,e it can be seen that
CBs 1a, 2b, and 3b are replaced by BN = 1 and CBs 4a, 5b, and 6b are replaced by BN = 2. In addition,
all the elements 1 in BM are replaced by their corresponding network admittances.

2.2.3. Step 3: Complete the YBus matrix

Finally, the YBus matrix will be found by performing the modified BM. The YBus matrix is a
symmetric matrix in which the first and second diagonal elements are computed by adding all the
rows and columns of the modified BM associated with BN = 1 and 2, respectively. Figure 3f illustrates
the finding of the first diagonal element. The remaining elements of the YBus matrix are obtained by
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adding the elements of BM that are rows corresponding to BN = i and all columns corresponding to
BN = j, where i 6= j 6= 0. The case is illustrated in Figure 3g, and then the resulting YBus matrix is given
in Figure 3h.

3. Multi-Agent System for Microgrid Protection Coordination

An IED in the multi-agent microgrid system can access the CBs information such as line voltage,
line current and CLOSE/TRIP status of CB, and transmit them to the corresponding CB agent.
Receiving the information, the calculation agent calculates the three-phase short circuit fault current of
near-end by using the topology identification method and the YBus Matrix Algorithm. The detailed
operations of MAS applied in fault protection of microgrids are illustrated in the flowchart shown in
Figure 4.
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The calculated current (i.e., IED’s pick-up current, Ip) is sent back to CB agent and compared
with the line current detected by the IED that determines whether the CB needs to be tripped. If the
line current is larger than Ip, the CB agent will issue a trip command to a specific CB and isolate the
fault. Moreover, once the main protection CB fails to trip, the CB agent will communicate with others
and issue a specific trip command to back-up the CB protection to minimize the affected area and
promptly protect the microgrid. The protection mechanism insures that the parts of the microgrid can
normally operate in islanded mode, that is, generators can still continue to supply electric power, and



Energies 2017, 10, 28 7 of 21

important loads can still work. Specifically, the multi-agent technology can be used for fault detection,
fault isolation and service restoration in electrical distribution networks. Undeniably, MAS could
provide an alternative to a centralized processing system. In this study, MATLAB/Simulink simulation
software is used to establish a MAS-based microgrid. Java Agent Development Framework (JADE)
is an open source agent development software framework for building Foundation for Intelligent
Physical Agents (FIPA)-compliant MASs. The studied test microgrid system in this work was simulated
in Matlab/Simulink (ver.R2012a) using Simscape—simPowerSystems component libraries. The agents
of the MAS were also simulated in JADE. The interface of the Matlab/Simulink model and JADE
is TCP/IP communication protocol. Additionally, the TCP/IP Send block and Receive block in the
Instruments Control Toolbox of Simulink are used as data sender and receiver in the power system
model side. The entire system interface between Matlab/Simulink and JADE is shown in Figure 5.
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4. Simulation Results and Analysis

The feasibility and effectiveness of the proposed multi-agent technology applied on a microgrid
for protection coordination were simulated and verified by the Zone 1 of the microgrid system that
is located in the Institute of Nuclear Energy Research (INER) of Taoyuan, Taiwan. The single line
diagram of the test microgrid system is shown in Figure 6.
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The tripping and closing of each CB in Zone 1 is controlled by its corresponding CB agent.
When a three-phase solid fault occurs in the test system, depending on the pick-up current (Ip),
the CB agents will issue the tripping signals to their corresponding CBs. The Ip listed in Table 2 is
calculated under normal operations of grid-connected and islanded modes for all CBs closing.

Table 2. Pick-up current for IEDs.

IED
Pick-Up Current (Unit: A)

Grid-Connected Mode Islanded Mode

1 3358.99 90.58
2 135.15 83.41
3 3070.55 92.15
4 3070.55 92.15
5 45.98 52.12
6 45.98 52.12
7 45.98 52.12
8 135.07 83.55
9 12,789.67 -

10 8818.15 141.35
11 8818.15 141.35
12 74.04 83.16
13 3358.99 90.58
14 6312.78 92.08
15 6312.78 92.08

In grid-connected mode, the operations of the PV generation system (HCPV, PV), energy storage
system (PCS100), and micro-turbine (µT) are in generating mode, charging mode, and standby mode,
respectively. When a bolted three-phase fault occurs at Bus 1, the CB agent A9 will issue a trip
command to CB9 and make CB9 trip. In addition, the communication between CB agents A9 and A10
will make CB10 trip. Meanwhile the CB agent A10 send a message back to CB agent A9 to confirm
that a trip command has been issued to CB10. In the studied test microgrid system, the fault occurs at
0.25 s and the CBs trip at 0.5 s. Figure 7 shows the CLOSE/TRIP state and feeder voltage and current
waveforms of CB9. Moreover, Figure 8 shows the CLOSE/TRIP state and feeder voltage and current
waveforms of CB10. The interactive communication of the agents is shown in Figure 9. In contrast,
if the CB10 fails to trip under the fault case, CB agent A10 will send the fail trip message to CB agent
A9. CB agent A9 will issue a trip command to CB agent A11 and make CB11 trip. Meanwhile the CB
agent A11 will send a message to CB agent A9 to confirm that a trip command has been issued to CB11.
Figure 10 shows the CLOSE/TRIP state and feeder voltage and current waveforms of CB10. Moreover,
the CLOSE/TRIP state and feeder voltage and current waveforms of CB11 are shown in Figure 11.
In this case, the interactive communication of the agents is shown in Figure 12.

In islanded mode, the operations of the PV generation module (HCPV, PV), energy storage system
(PCS100), and micro-turbine (µT) are in generating mode, discharging mode, and generating mode,
respectively. Consider a bolted three-phase fault occurrence at Bus 2, CB agents A14 and A15 will issue
a trip command to trip CB14 and CB15, respectively. In addition, the communication among CB agents
A14, A11 and A1 will make CB11 and CB1 trip. Then CB agents A11 and A1 send the message to CB
agent A14 to confirm that the trip command has been issued to CB11 and CB1. The other CBs are in
close state, and operate in normal conditions. Regarding the CB9, there is no current through CB9, and
CB9 is always in open state. Calculating the value of pick-up current in IED 9 is redundant. Figure 13
shows the CLOSE/TRIP state and feeder voltage and current waveforms of CB9. As mentioned above,
the fault occurs at 0.25 s and the CBs trip at 0.5 s. Figures 14–17 show the CLOSE/TRIP states and
feeder voltage and current waveforms of CB11, CB1, CB14 and CB15, respectively. The interactive
communication of the agents is shown in Figure 18.
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Figure 13. (a) CB9 CLOSE/TRIP state; (b) Feeder voltage waveforms of CB9 under islanded mode and 
fault occurrence at Bus 2; (c) Feeder current waveforms of CB9 under islanded mode and fault 
occurrence at Bus 2. 

Figure 13. (a) CB9 CLOSE/TRIP state; (b) Feeder voltage waveforms of CB9 under islanded mode
and fault occurrence at Bus 2; (c) Feeder current waveforms of CB9 under islanded mode and fault
occurrence at Bus 2.
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Figure 14. (a) CB11 CLOSE/TRIP state; (b) Feeder voltage waveforms of CB11 under islanded mode 
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Figure 14. (a) CB11 CLOSE/TRIP state; (b) Feeder voltage waveforms of CB11 under islanded mode
and fault occurrence at Bus 2; (c) Feeder current waveforms of CB11 under islanded mode and fault
occurrence at Bus 2.
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Figure 15. (a) CB1 CLOSE/TRIP state; (b) Feeder voltage waveforms of CB1 under islanded mode and 
fault occurrence at Bus 2; (c) Feeder current waveforms of CB1 under islanded mode and fault 
occurrence at Bus 2. 

Figure 15. (a) CB1 CLOSE/TRIP state; (b) Feeder voltage waveforms of CB1 under islanded mode
and fault occurrence at Bus 2; (c) Feeder current waveforms of CB1 under islanded mode and fault
occurrence at Bus 2.
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Figure 16. (a) CB14 CLOSE/TRIP state; (b) Feeder voltage waveforms of CB14 under islanded mode 
and fault occurrence at Bus 2; (c) Feeder current waveforms of CB14 under islanded mode and fault 
occurrence at Bus 2. 

Figure 16. (a) CB14 CLOSE/TRIP state; (b) Feeder voltage waveforms of CB14 under islanded mode
and fault occurrence at Bus 2; (c) Feeder current waveforms of CB14 under islanded mode and fault
occurrence at Bus 2.



Energies 2017, 10, 28 18 of 21
Energies 2017, 10, 28 18 of 21 

 

(a) 

(b) 

(c) 

Figure 17. (a) CB15 CLOSE/TRIP state; (b) Feeder voltage waveforms of CB15 under islanded mode 
and fault occurrence at Bus 2; (c) Feeder current waveforms of CB15 under islanded mode and fault 
occurrence at Bus 2. 

Figure 17. (a) CB15 CLOSE/TRIP state; (b) Feeder voltage waveforms of CB15 under islanded mode
and fault occurrence at Bus 2; (c) Feeder current waveforms of CB15 under islanded mode and fault
occurrence at Bus 2.
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5. Conclusions

A novel fault protection scheme has been proposed for the protection of microgrids in both of
grid-connected and islanded operation modes. The model of the test microgrid system based on
multi-agents was established in MATLAB/Simulink and the MAS was built by JADE. This paper
introduced a new topology identification method that made MAS well suited for fault protection
coordination and control of microgrids. Even if the topology of the microgrid is subject to variation,
the proposed approach can identify the variation. Agent interaction, coordination and cooperation
were discussed in the context of simulation results and analysis. The application of MAS in microgrids
for symmetrical fault isolation has been clearly illustrated with the test microgrid system from INER in
Taoyuan, Taiwan. The proposed approach is also adequate to protect from other fault types like single
line to ground, line to line, and double line to ground. However, a delay time of CB operation was
observed in this work. The main reason for the time delay is that all the sixteen agents’ actions were
performed by only one computer. Additionally, the data exchange between MATLAB/Simulink and
JADE platforms and some problems concerning TCP/IP communication will cause delays. The delay
time will be substantially reduced if such issues can be solved.
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Nomenclature

AC Agent Code
BM Base Matrix
CB Circuit Breaker
CM Conversion Matrix
DER Distributed Energy Resource
FIPA Foundation for Intelligent Physical Agents
HCPV High Concentrator Photovoltaics
IED Intelligent Electronic Devices
INER Institute Nuclear Energy Research (in Taoyuan, Taiwan)
Ip Pick-up Current
JADE Java Agent Development Framework
MAS Multi-Agent System
NTP Network Topology Processor
PV Photovoltaics
TCB Tripped-CB Number
TCB.a Tripped-CB Number Side “a”
TCB.b Tripped-CB Number Side “b”
TM Topology Matrix
µT Micro-Turbine
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