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Abstract

:

The increase in the wind power predictability assumes a very important role for secure power system operation at minimum costs, especially in situations with severe changes in wind power production. In order to improve the forecast of such events, also known as “wind power ramp events”, the underlying role of some severe meteorological phenomena in triggering wind power ramps must be clearly understood. In this paper, windstorm and cyclone detection algorithms are implemented using historical reanalysis data allowing the identification of key characteristics (e.g., location, intensity and trajectories) of the events with the highest impact on the wind power ramp events in Portugal. The results show a strong association between cyclones/windstorms and wind power ramp events. Moreover, the results highlight that it is possible to use some features of these meteorological phenomena to detect, in an early stage, severe wind power ramps thus creating the possibility to develop operational decision tools in order to support the security of power systems with high amounts of wind power generation.
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1. Introduction


The strong investment in renewable energy sources with a stochastic behavior, such as wind power, has brought new challenges to transmission system operators (TSOs) [1,2]. Thus, in the current context of large-scale integration in countries like Portugal, where wind power production represents 24% of the annual electricity consumption [3], increasing its predictability assumes a crucial role in order to guarantee a secure and cost-effective management of the consumption/ production binomial [4,5].



Currently, for the efficient and safe operation of a power system [4,5], a reliable wind power production forecast is required, that when coupled with a load forecast system, enables a reduction in the need to balance the energy on the reserve markets, at high costs [6]. Despite the fact that most TSOs currently use wind power forecast systems, these still face substantial errors (in phase and magnitude), especially during periods with severe variations in the wind power production [7]. These errors occur, in most cases, due to the inability of current forecast techniques to deal with the sudden dynamical structures observed in the atmospheric circulation [7] that in turn trigger rapid changes in the power production.



Recent studies strive to understand these dynamics, for instance, [4] states that holistic methodologies capable of comprising the spatiotemporal evolution of atmospheric large-scale circulation are needed in order to enhance and complement the current forecasting techniques. These results are also supported by other authors, who associate atmospheric phenomena (e.g., cold fronts and troughs) [4,8] as the critical weather situations for the TSO, namely to maintain the balance between production and consumption in order to ensure the stability of the power system, especially during the so-called “wind power ramp events” [9]. In fact, in [8] the authors suggest an automated cyclone detection algorithm for recognition of critical weather situations for wind power integration. As stated by [10], cyclonic events are not always accompanied by strong winds, which is the primary wind power resource. Consequently, this study focuses on the application of windstorm [10] and cyclone [11] detection algorithms aiming to understand the basis of large-scale meteorological mechanisms capable of unleashing severe wind power ramps in the Portuguese national aggregate. Thus, this work contributes to: (i) a better understanding of the main meteorological features behind the wind power ramp events, and (ii) assessing the capabilities of windstorm/cyclone detection algorithms [10,11] to identify wind power ramps as well as their main impacts on the wind power production. Understanding the role of such phenomena will allow to: (i) minimize the impact of large-scale wind power integration within a power system; and (ii) develop reliable operational diagnostic tools for wind power ramps [5,12,13] that can be easily integrated into the decision making process by a TSO [5].



In Section 2, a detailed literature review regarding the relationship between weather phenomena and wind power production is presented. Section 3 describes the methodologies applied for windstorm and cyclone detection as well as the definitions used for the wind power ramp detection algorithm. Section 4 presents and discusses the link between cyclones/windstorms and wind power ramp events in Portugal along with the impact level of such weather situations. Within this section, a cluster analysis was applied to identify windstorm/cyclone trajectories with the most influence on the wind power production in Portugal. Finally, in Section 5 some conclusions are drawn.




2. Weather and Wind Power Ramps


The role of atmospheric circulation in triggering wind power ramps is a relatively new research topic, however, there has been a significant increase in the number of published studies and projects on this topic and on the adjacent causes behind the occurrence of wind power ramps [14]. Understanding such events is not an easy task as the weather conditions are rarely the same for different wind parks. In fact, even when two wind parks are located in similar latitudes, local effects may differ due to the terrain characteristics, roughness and topography or even due to phenomena like sea/land breezes [14]. Moreover, also the layout of the wind park, as well as its size, can (or not) justify the occurrence of wind power ramps through meteorological processes involving changes in wind direction [14]. Additionally, it is well documented that aggregating wind parks with a wide geographical dispersion enables one to take advantage of the lack of spatiotemporal correlation of the wind resource. This is one of the most basic features for wind resources, which can nullify, in some cases, the rapid fluctuations of wind power production. In the literature, this effect is entitled statistical power smoothing [4], and can be extremely beneficial to the operation and management of the power system.



Notwithstanding this, several authors [4,14,15] have indicated that the aggregation of wind parks, even when widely dispersed, is not enough to mitigate some events, especially when an entire country (or a control zone) is immersed under certain weather conditions with a coherent structure, which usually extends over several hundreds of kilometers (e.g., cold fronts). Indeed, in [14] the authors identified areas of strong convection, fronts and low-level jets as the major drivers for wind power ramp events. Using a classification of the weather situations, in [16] the authors concluded that the greatest impact on the wind power production is expected during: (i) large-scale weather systems, such as cold fronts; and (ii) local/mesoscale circulations, namely sea/land breezes and mountain/valley breezes. In [17], this topic was also addressed, in particular, the distinction between meteorological processes often responsible for the occurrence of upward-ramp events (e.g., cold fronts, thunderstorms, mountain/sea breezes) and downward-ramp events (e.g., relaxation after the passage of a cold front and warm front). Furthermore, the author showed that downward-ramp events are less frequent than upward-ramps. According to the authors, this may be explained by the passage of weather systems, such as cold fronts, causing a sudden increase in wind speed followed by a gradual decrease. Reference [18] also found that the upward-ramps are mainly caused by convective events during warm seasons (spring and summer) and the passage of frontal systems during cold seasons (autumn and winter). Reference [19] compared the causes under the occurrence of 154 wind power ramps in a wind park in Pomeroy (IA, USA) with 1485 wind power ramp events from six wind turbines in a wind park in Iowa, about 160 km away, for the same time period. The authors found that 40% of the ramps that took place in the wind park in Iowa, occurred within a time interval of 6 h from a ramp detected in Pomeroy, suggesting some spatial consistency regarding the occurrence of wind power ramps. The same authors also reported that 20% of the ramps that occurred simultaneously in central Iowa and Pomeroy were due to the passage of large-scale systems with strong pressure gradients. Through visual inspection, in [12] the author identified the weather situations with the greatest influence in wind power production. In fact, using data from three wind parks, the author found that 40% of the large and rapid variations in wind power production were caused by the passage of cold fronts near the parks’ locations. Low pressure systems account for 15% of these sudden changes, while the category “between systems” covers about 25% of the cases. These results highlight the relationship between wind power ramps and large-scale weather systems. Using computer vision techniques, in [20] an innovative approach for the determination of low pressure valleys associated with wind power ramps was developed. The authors found that, in fact, the geometry of low pressure valleys can successfully distinguish situations with the occurrence of wind power ramps from the ones without. Regarding the Portuguese case, in [4] through a manual and automatic identification, the authors concluded that strong wind power ramp events are usually detected during the winter. During this period, upward-ramp events are mostly associated with low pressure systems and fronts on the North/Centre regions of Portugal, while downward-ramp events are normally generated by a decrease in speed caused by the passage of low pressure centers with a direction towards the mainland. During the summer, both the frequency and the intensity of the events are reduced resulting, in many cases, in the intensification of the thermal low pressure system over the Iberian Peninsula [4]. These results indicate that for the Portuguese national aggregate production the following conditions apply: (i) seasonality has a high impact on wind power production; and (ii) the synoptic structures identified during the winter extend over large areas and have a characteristic signature. Most recently, in [8] the authors showed that high wind power forecast errors in the day-ahead market are linked to special weather patterns. Indeed, in this work it was possible to conclude that in 60.2% of the days with the most impactful wind power forecast errors, a cyclone or a trough moved over the North Sea, the Baltic Sea or directly over Germany. The authors also constructed an automated critical weather tool for Germany based on a cyclone detection algorithm aiming to support the integration of wind power in the day-ahead electricity market. This is an example of the applicability of weather dependent tools that can be easily incorporated in the decision making process of the TSO.




3. Data and Methodology


In this section, both the data used and methodologies applied for cyclone/windstorm detection are addressed. In this work, a circulation-to-environment approach was followed [21], which is usually performed in two steps. First, the meteorological systems (cyclones or windstorms) are identified based on the selected meteorological variables (circulation variable). In the second step, the impact of the selected circulation variable on the observed national hourly wind power generation (environment variable) is assessed. A detailed characterization of the circulation and environment variables are provided in Section 3.1 and Section 3.2.



3.1. Atmospheric and Wind Power Data


Regarding the meteorological data, two different parameters were used according to each methodology, namely the wind speed (WS) at 10 m above ground level [10] and the mean sea level pressure (MSLP). Both parameters were obtained from the ERA-Interim Project’s database [22] developed by the European Centre for Medium-Range Weather Forecasts (ECMWF) with a time resolution of 3 h. Due to some of its specifications [22] such as: (i) the assimilation system (12-hourly 4D-Var), which provides an accurate analysis of the large-scale tropospheric circulation; and (ii) the coupling with a wave model, capable of describing the evolution of two-dimensional wave spectra at the sea surface, the Era-Interim database has been successfully applied by several authors to identify the meteorological events under analysis in this study [10,23]. The data were then selected for the time interval between January 2008 and December 2014. The area under analysis comprises the Atlantic–European region spanning from 25° N to 65° N and 60° W to 20° E, with a horizontal grid spacing of 1° × 1°.



For the purposes of this study, the methodology developed for wind power ramp detection was applied to the observed hourly aggregated wind power production series for mainland Portugal [3]. The same time interval was selected (between January 2008 and December 2014) and the data were normalized according to the wind power capacity installed at the end of each month. As described in [4], the seasonality has a major impact on wind power production, consequently, two seasons were considered: Winter (January, February, March, October, November and December) and Summer (April, May, June, July, August and September).




3.2. Cyclone and Windstorm Detection Algorithms


In this work, two algorithms for detection of critical weather situations were applied/developed to later associate the results with wind power production. Although with different applications, e.g., heavy precipitation [24] and landfalls [25], in the literature various methods [10,11,20,26] with the same purpose can be found and, despite their intrinsic characteristics, they all follow a similar structure. The first step involves the identification of the events’ locations based on a determined atmospheric field, usually MSLP or WS, for each time-step. The trajectories are then obtained by connecting the events’ locations between different time-steps [23].



Since low pressure systems are not always accompanied by strong winds, these will not be accounted within the windstorm detection methodologies as they are not characterized by extreme events [11]. Thus, two existing algorithms were chosen aiming the detection of certain meteorological systems: one focuses on the detection of cyclonic systems (Methodology 1) and the other is based on the detection of windstorms based on specific wind speed percentiles (Methodology 2). In the following subsections, a detailed description of both methodologies is provided.



3.2.1. Cyclone Detection Algorithm—1st Methodology


The algorithm for cyclone detection was developed at the University of Melbourne [11] and was first created for the Southern Hemisphere, having been adapted by several authors to extend its use for the Northern Hemisphere [27]. Currently, the literature related to this algorithm is abundant, and its detailed description can be found in [11,28,29].



The algorithm uses the MSLP data and identifies potential candidates through a search for a maximum in the Laplacian field for each time-step. This maximum is expected to exceed a certain user-defined threshold and, near its location, the algorithm checks for a pressure minimum. The final procedure consists in setting certain limits in order to eliminate very weak systems (<0.2 hPa (deg.lat)−2), which can be done by smoothing the data. However, this procedure may neglect events that, despite being weak, can have some impact on the parameter under study. For this reason, a minimum intensity value, for a given radius starting in the center of the system, was considered. The threshold for the Laplacian that defines the inclusion of a system was 0.2 hPa (deg.lat)−2 for a radius of 2 deg.lat. If the Laplacian is between 0.2 and 0.6 hPa (deg.lat)−2, the cyclone is considered weak, if it exceeds 0.6 hPa (deg.lat)−2, it is considered strong [28,29]. Cyclones with a life span below 6 h are also excluded from the count. The minimum distance is also analyzed for each cyclone, and only systems with a radius greater than 3 deg.lat are accounted.



The candidates are selected within a particular area, usually defined as a circle centered on the original position. All the candidates for the following position are examined and the most suitable candidate is chosen [30]. In order to select the best candidate, a deduction for the next position is made based on the event’s speed. The likelihood of the association between systems and their possible successors is determined based on a cost function [29]. This function involves the distance from the predetermined position and the pressure differential (difference between the pressure in the center of the events). The associations between the systems and their potential successors are organized by groups and, for each group, the most likely combination of associations is determined. If a system does not show any association, it means that it has just emerged (cyclogenesis) or vanished (cyclolysis). This procedure prevents the separation/junction of systems. An interesting feature of this algorithm is its ability to characterize systems as opened or closed. An opened/closed system is defined by comparing the Laplacian of the pressure field at each grid point with its neighbors [30]. When a possible low pressure is detected, the location of the pressure minimum is interpolated by using an iterative approach to the center of the ellipsoid, which best fits the surface pressure. If a closed center is not detected within a distance of 1200 km, a search is made for an opened system. The restrictions imposed on the system’s strength and type enable the following classifications based on the Laplacian of the pressure field: strong closed, strong opened, weak closed and weak opened [29], which are characterised in Table 1.



After running these procedures, the algorithm returns a tracking table with the different trajectories for the events and other basic characteristics, e.g., their lifetime, occurrence dates, speed, radius and its strength/type classification (strong closed, strong opened weak closed and weak opened). The algorithm was provided by the authors and it was adapted to the region of interest using the same setup as [27].




3.2.2. Windstorm Detection Algorithm—2nd Methodology


The methodology for windstorm detection was first introduced by [10]. According to the authors, the methodology starts with the determination of the grid points where the wind speed at 10 m above ground level is above a certain percentile. In this case, the 98th percentile was chosen as it is more closely related to the damages and impacts associated with such events. The 98th percentile calculation is based on the following formula [31]:


   P e r  c x  =  F *  − 1    ( p )  = min  {  W : p ≤  F *   ( W )   }    



(1)




where, p = 0.98 and     F *     stands for the cumulative distribution function weighted by the cosine of the latitude of {W (Long, Lat, t):(Long, Lat) ∈ δ} where δ is the domain [31]. Then, contiguous grid points for which the percentile condition occurs are enclosed into the same candidate. This step is performed using a convex hull approximation in order to identify the convex polygon containing all the points that can belong to the same synoptic event, i.e., candidate. Subsequently, the geometric center of each candidate is determined. This spatial search algorithm results in a list of the possible events associated with synoptic systems. Only events with a minimum area of 150,000 km2 [10] are considered.



Once the synoptic events are identified, it becomes necessary to stitch to a nearest candidate at the preceding time-step to build the trajectory. In order to achieve that, some assumptions are imposed to identify the temporal sequences, such as:




	
Euclidean distance between the centers of the same event for two consecutive time-steps should not exceed a certain limit, which is set to a maximum distance of 720 km [10];



	
Only events with a minimum lifetime of 6 h and a maximum speed of 120 km/h [10] are accounted.








This procedure allows identifying whether the next event to be detected corresponds to the previously detected event or to an event that has already been recorded. All events with no continuity are eliminated, and when two or more candidates are found, a cost function is applied in order to determine the most appropriate trajectory. The cost function applied is similar to the one shown by [30], which is expressed by:


   Tracking = argmin    (    ∑   j = 1   j = N   (  C t  −  C  t + 1 , j   ) ×  ( ‖    ( I n  t t  − I n  t  t + 1 , j     I n  t t     ‖ )   )    



(2)




where,     C t     are the coordinates of the center for a determined synoptic event at time step t,     C  t + 1 , j      are the coordinates of the center for the jth synoptic event at time step t + 1,    I n  t t     is the intensity observed at the geometric center of the event at time-step t and    I n  t  t + 1 , j      is the intensity observed of the geometric center for the jth synoptic event at time-step t + 1.



As in the first methodology, the algorithm returns a tracking table with the different trajectories for the events and some basic characteristics, e.g., their lifetime, occurrence dates, speed, area of influence.





3.3. Ramp Definition


One of the biggest concerns regarding wind power management are the events usually called “wind power ramps”. Currently, there is no universally accepted definition for a wind power ramp since the idea behind this concept is described as a local event, which is critical enough to deserve special attention [14]. Consequently, the characterization of these events is very difficult to achieve, since it is entirely dependent on the technical specifications of the power system in consideration [14]. According to [32], a wind power ramp occurs whenever there is a variation in energy production with considerable amplitude within a relatively short period of time. A power ramp can then be characterized by parameters [9] such as magnitude, lifetime, growth-rate, direction and occurrence time. In order to deploy a methodology capable of detecting wind power ramps, some definitions found in the literature were considered. A detailed description of these methodologies can be found in [10,33,34].



In this work, two different wind power ramp definitions (Type-1 and Type-2) were applied to the observed wind power production timeseries for the portuguese aggregate [3] as described in Section 3.1. Both definitions started with the application of a 3-h low-pass filter in the wind power data. Subsequently, the initial (i) and final (j) time-steps of a possible wind power ramp were identified based on the assumption that the derivative of power in order of time is zero:


   P o  t  f i l t      ( t )   ′  = 0   



(3)




where,    P o  t  f i l t      stands for the normalized wind power after applying the low pass filter. Additionally, this procedure allows the differentiation between downward and upward ramps. In the next step, Type-1 Ramps are evaluated. If the time between the initial and final time-steps is higher than 6 h, the standard deviation of the power series is calculated by using a moving window of 3 h. This procedure is applied for both, upward and downward ramps, and the possible wind power ramps are sorted according to the intensity of the standard deviation values. Only the 100 most intense wind power ramps were retained.



Type-2 ramps are determined based on a definition found in [9] that considers the ratio between the variation in power for two time-steps over a certain period of time and states that this ratio must be greater than a reference value    P R  R  v a l     :


      |  P o t  (  t + ∆ t  )  − P o t  ( t )   |    ∆ t   ≥ P R  R  v a l     



(4)




where ∆t corresponds to 6 h. However, for this work, a    P R  R  v a l      was not chosen, instead, the first 100 absolute ratios were considered. Having applied this methodology, the resulting upward ramps varied between 33%/6 h and 67%/6 h while resulting downward ramps varied between −35%/6 h and −56%/6 h. It should be noted that Type-1 ramps pretend to identify periods with severe variations in the wind power ramps that can have a lifetime above or equal to 6 h, while Type-2 ramps intend to detect periods with strong variations in just 6 h. Despite having different characteristics, e.g., different lifetime, the wind power ramps detected in each methodology have a non-null intersection, especially when considering extreme events, as a rapid fluctuation can occur within one other with an extended lifetime.




3.4. Evaluation of Windstorm and Cyclone Detection Methodologies


To evaluate the link between windstorms/cyclones and wind power ramps, a dichotomous approach was followed. This type of approach is usually described in a contingency table (Table 2). In this case, the evaluation process is based on the comparison between the passage of a windstorm/cyclone within an area comprised between 10° W to 5° W and 35° N to 43° N, and the time of a wind power ramp detected.



In Table 2, TP represents the events that have been foreseen with the windstorm/cyclone detection methodologies and observed within the considered area which originated wind power ramps; FP represents the events that were foreseen within the considered area although not observed; FN represents the wind power ramp events observed that were not foreseen with the proposed methodologies; and TN represents no events foreseen/observed [36]. Different performance scores can be achieved based on the contingency table, namely the Bias Score (Bias) (5), the Extreme Dependency Score (EDS) (6), and the Hanssen & Kuipers Skill Score (KSS) (7). The EDS and KSS range between 0 and 1. The perfect classifier would have EDS = KSS = 1. The Bias ratio determines if the windstorm/cyclone detection algorithm has the tendency to over foreseen (Bias Score > 1) or under foreseen (Bias Score < 1) the number of events:


   Bias =   TP + FP   TP + FN     



(5)






   EDS =   2 log  (    TP + FN  N   )    log  (    TP  N   )    − 1   



(6)






   KSS =   TP × TN − FP × FN    (  TP + FN  )  ×  (  FP + TN  )      



(7)








3.5. Composite Analysis


In order to verify the impact of the windstorms/cyclones on the wind power production level, a composite analysis was performed [24]. Consequently, for each point of the considered domain, it is possible to estimate the probability of a weather system to occur in combination with different levels of wind power production. Thus, and considering the entire area of each event, the probability of a certain wind power production level (   P  r  l i m     ) to occur, when associated with a cyclone/windstorm event (AC), is given by:


   P  r  l i m   =   A C   T C     



(8)




where,    P  r  l i m      is a certain level of wind power generation and TC stands for the total number of detected events within the given domain. Thus, for each methodology, the time-steps associated with a wind power production of more than 60% of the installed capacity and the occurrence of a cyclone/windstorm event was computed. This procedure was also carried out to identify the meteorological events related to a wind power production of less than 30% of the installed capacity. It is worth mentioning that, in order to determine the area of influence for each event, a circumference with a radius based on the average distance between the cyclone center and the edges was considered for Methodology 1 as applied in [24]. For Methodology 2, the perimeter of each candidate was obtained with the convex hull approximation.




3.6. Clustering Methodology for Trajectories Analysis


Some authors [4] highlight the close relationship between wind power ramps and the trajectories of these meteorological systems, especially in countries like Portugal, where the geographical distribution of the installed wind power capacity (with high concentration in the North/Centre regions) plays an important role in the intensity of the wind power fluctuations experienced. Hence, the knowledge behind the basic characteristics of each group of trajectories can then help in the diagnosis of the meteorological systems capable of affecting the wind power production thus, enabling preventive measures to balance the binomial production/consumption under the occurrence of wind power ramps.



Due to the great variety and diversity of trajectories obtained with both methodologies, a useful and simplistic way of analyzing the impact of such trajectories in the wind power production can consist in the aggregation of trajectories with similar characteristics. Although widely used in other different fields such as engineering, bio-informatics and marketing [34], these clustering techniques are also applied by several authors, e.g., [36,37,38], with the aim of classifying groups of trajectories based on similarity criteria for example cyclogenesis/cyclolysis locations, trajectory, mean intensity, among others. Thus, in order to achieve that, the K-means clustering technique was applied. This technique utilizes the Euclidean distance to split the different trajectories into K different groups, associating each trajectory to the group with the mean value closest to the sample thus, maximizing the uniformity of elements within the groups. The suitable number of K was chosen based on typical values used in literature [36] and also based on the maximum mean silhouette coefficient value. Since this technique can only be applied to trajectories with the same size, a simplistic approach to interpolate the data as described by [39] was taken. Only the events that intersect the region under analysis are considered.





4. Results and Discussion


4.1. Storm Detection


Portugal has dealt with some severe windstorms in the past, such as Gong (January 2013), Klaus (January 2009) and Xynthia (February/March 2010) [40,41,42]. These meteorological events are considered some of the most tragic catastrophes in the extra-tropics and are recognized for their substantial socioeconomic impacts. For instance, the windstorm Xynthia is described as the most violent since Lothar and Martin in December 1999, as it caused at least 51 deaths and 12 disappearances. Furthermore, 2 million people lost access to electricity and more than 50,000 hectares of land have been flooded and about 10,000 people have been forced to abandon their homes on the French Atlantic Coast. Consequently, and due to the damages caused, this storm generated a total economic loss of about €3.6 billion [41]. The Xynthia storm, which crossed Western Europe between 27 February and 1 March 2010 and resulted from the development of a low pressure system to the south of the Azores Islands on 26 February 12:00 UTC [41], is here analyzed aiming to: (i) validate the Methodologies 1 and 2 and comparing the resulting trajectories to the trajectory displayed in [24,43]; (ii) prove the relationship between the passage of these meteorological phenomena and the wind power ramps in the Portuguese aggregate. Thus, in Figure 1a both the trajectories for the Methodologies 1 and 2 are presented as well as the trajectory obtained through the cyclone detection algorithm available in [43]. In Figure 1b the wind power production during the days from 26 to 28 February 2010 is also depicted.



From the analysis of Figure 1a, it is possible to easily identify a shift in trajectory when comparing both methodologies that can be explained by the definition of “center” applied for each methodology. In Methodology 2, the center of the event is defined as the geometric center of the convex hull polygon, whereas Methodology 1 searches for a minimum pressure value. Hence, when considering the rigorous definition of a low pressure system, wind speeds close to zero can be found within its center due to the absence of pressure gradients, this results in a shift towards the South when applying Methodology 2 [11]. However, both methodologies show a good agreement when comparing the resulting trajectories to the one obtained from [24,45].



Regarding the wind power production for the respective time period (Figure 1b), it is possible to verify a strong variation as the storm approaches mainland Portugal, especially when it reaches the Azores Islands, causing the wind power production to ramp up and, as it intersects the coast near the areas where the Portuguese wind parks are concentrated (Figure 1c), the Xynthia storm causes the wind power production to ramp down at a rate of approximately 25%/3 h. Subsequently, and as the windstorm withdraws, its impact on the wind power production diminishes. These results support a close relationship between the passage of the windstorm Xynthia and the strong variations observed in the Portuguese aggregate wind power production.




4.2. Composite Analysis


Figure 2 reflects the composite analysis for Methodology 1 for both Winter and Summer months. Results suggest that there is no strong relationship between the cyclones detected and high levels of wind power production. This result can be explained by the amount of residual events detected with scarce effect on the wind power production since the criteria for event inclusion is not so strict when compared to Methodology 2, which focuses on extreme weather phenomena. For low levels of production, the results show a higher density of events during Summer months as expected, mainly explained by the Iberian thermal low [4]. As previously mentioned, Methodology 1 has the ability to categorize events in four different levels: Strong Closed (00), Strong Opened (01), Weak Closed (10) and Weak Opened (11), hence, these four categories were analyzed in order to determine which are the most related to high levels of wind power production for Winter.



Thus, the composite analysis for these events was only carried out for power production levels higher than 60% of the installed capacity, Figure 3. From Figure 3, it is clear that 00 and 01 events are the ones with the highest impact on the wind power production. It is also possible to identify the main differences between closed and opened events regarding their spatial distribution and level of impact, as the first ones are perfectly identifiable with specific locations and high density regions (mostly located near the Northwestern region of the Iberian Peninsula), whereas opened events tend to show a more dispersed distribution. Further details regarding the impact of each class, namely the TC values and respective frequency of occurrence, for each class during the Winter season is provided in Table 3.



From Table 3, it is possible to depict that the most common events are, as expected, weak opened events (11). Based on the previous results, weak opened events are associated with low levels of wind power production in Portugal. Considering the strong events (00 and 01), the most common are, as well, opened ones. Therefore, despite the reduced frequency of occurrence of strong closed events (00), the tendency is for these events to be associated with high levels of wind power production.



The composite analysis was also performed for Methodology 2. Thus, in Figure 4 the composite analysis for both Winter and Summer months in cases where the power production is higher than 60% and lower than 30% of the installed capacity are shown. From Figure 4 it is clear that the events, which intersect Continental Portugal in the Northern/Centre regions, are more related to higher levels of wind production during the Winter. On the other hand, low levels of wind power production are associated with the occurrence of windstorm events in the South region of Portugal (Figure 4b). This result can be explained by the condensed installed wind power capacity over the Centre/Northern regions of Portugal [4]. In the summer, the meteorological events associated with higher levels of power production are mostly originated within the Iberian Peninsula, due to the presence of the Iberian thermal low.



Based on the previous results, it is possible to conclude that: (i) the events with most impact on the wind power production are the ones that intersect the Northern/Centre region of Portugal; (ii) for Methodology 1 the Strong Closed (00) and Strong Opened (01) events are the ones with the greatest impact, although their spatial distribution shows different features; (iii) the cyclone detection methodology presents more difficulties in highlighting regions with higher probability of occurrence, especially for wind power production levels above 60%; and (iv) Methodology 2 is well representative of the regions with the greatest impact due to intrinsic characteristics associated with the strength of the detected events. The previous results highlighted the association between the windstorms/cyclones and different levels of wind power production.




4.3. Evaluation of Proposed Methodologies


The results above suggest a relationship between wind power production and large-scale meteorological systems. Thus, in order to complement this analysis and to prove the applicability of such methodologies in the detection of wind power ramps, a validation based on the dichotomous evaluation metrics was carried out for both Winter and Summer seasons. The contingency tables used to determine the evaluation metrics are presented below (Table 4, Table 5, Table 6 and Table 7).



The evaluation metrics chosen for this purpose were the Bias Score, the KSS Score and the EDS Score for which the results are shown in Figure 5. It is worth mentioning that both upward and downward ramps (Type-1 and Type-2) were analyzed.



From the analysis of Figure 5, it is possible to verify the tendency for Methodology 1 to overestimate (Bias Score significantly higher than 1) the number of detected events which, as explained above, can be associated to the low threshold imposed to the intensity of each candidate, resulting in a considerable higher amount of false alarms in comparison to Methodology 2. This result is even more prominent during the Summer as the atmospheric conditions promote the cyclogenesis over the Iberian Peninsula, namely due to the presence of the Iberian thermal low that, although with some impact on the wind power production, it is not commonly associated with wind power ramps. The EDS Score shows similar results for both methodologies with the highest values scored in Methodology 2 for Type-1 downward ramps, especially during the Summer. Regarding the KSS Score, the best score was obtained with Methodology 2 during the Summer, favoring a higher capacity to distinguish events that effectively caused a wind power ramp from the remaining ones in comparison to Methodology 1. Overall, and based on the performance obtained with the different metrics, the Methodology 2 shows a higher capability to detect severe wind power ramps.




4.4. Trajectories Analysis


In order to gain further insights regarding the windstorms/cyclones features and their impact on wind power ramps, an analysis of the common trajectories of these events was performed using a K-means methodology. Hence, the K-means clustering technique was applied with K = 6 (Figure 6). Some key parameters associated with wind power ramps were chosen to better characterize the clusters. Therefore, and for the lifetime of each windstorm/cyclone, the following parameters were obtained and grouped by the corresponding cluster: average wind power production during the occurrence of the events, the maximum/minimum derivative of the power production in order of time (in intervals of 6 h), standard deviation of the wind power production, propagation speed and the duration of the event. The last two parameters intend to provide more details regarding the meteorological features of each cluster allowing a proper accommodation of the impact caused by the detected events on the power system, while the remaining parameters allow the understanding of the impact caused by each type of event in the observed wind power production. The results are presented in box-and-whiskers plots where the median is drawn in red and the edges of the box are the 25th and 75th percentiles and the whiskers extend to 1.57 times the interquartile range of the box edges (Figure 7 and Figure 8). The outliers are marked by a red cross and represent the values outside the whisker length. This analysis is only shown for the winter months since, as previously discussed, during the summer months local phenomena promote the cyclogenesis and cyclolysis over the Iberian Peninsula. Additionally, the events with the highest impact on the wind power production occur during the winter months [4].



From Figure 6, it is possible to verify the difference regarding the number of detected events, with Methodology 1 showing high density clusters in comparison to Methodology 2. Additionally, in the case of Methodology 2, it is possible to identify a more distinct zone of influence of each group. Notwithstanding, the Methodology 1 tends to present trajectories with a lifetime higher than the Methodology 2 allowing to monitor in an early stage, and consequently, it is possible a better accommodation of these phenomena in the management of the power system.



For Methodology 1 (Figure 7), the results show that the group with the highest normalized mean power is group 4. Regarding the power derivatives in order of time, both the maximum and the minimum are observed in the group 1. The maximum normalized power standard deviation was also obtained for group 1. Thus, it is possible to verify that the group with the greatest impact on the variability of wind power production over Continental Portugal is group 1, which intersects the coast from the Western/Southwestern regions. On the other hand, group 3, which predominates the southern region of the Iberian Peninsula, shows the lowest impact regarding the wind power variability. The lowest duration events are expected in group 3, while group 1 presents the highest average duration and propagation speed. These results support the geographical extension of this group shown in Figure 6a, suggesting that the majority of its events have their cyclogenesis far away from the coast, however, as the events approach the continent, their impact on the wind power production is more evident. Thus, these cyclone peculiarities are highly relevant for the TSO as, according to their average duration, they can be monitored long before some significant impact on the wind power production can be detected, allowing to properly accommodate the impact of such events into the power system. Group 2 presents the lower propagation speed values observed. Consequently, this result can partly explain the high normalized mean power values, which are not associated with strong wind power variability, i.e., with the slow upcoming of cyclones the wind power production tends to increase smoothly.



From Figure 8, it can be seen that the group with the highest normalized mean power is group 5. Nevertheless, this cluster shows a reduced impact regarding the parameters associated with wind power variability. This group is essentially located in the North region of the Iberian Peninsula. Group 6, located at South of Portugal, also shows a reduced impact in the critical parameters associated to wind power ramps. However, the group with the highest maximum derivative of the normalized power in order of time is group 4, which also shows the (i) minimum derivative of the normalized power in order of time and (ii) the greatest standard deviation of the wind power production. This result classifies group 4 as the group with the greatest impact on the wind power production leading to a possible occurrence of severe variations in the Portuguese wind power production. This group is originated in the Southwestern region of the Iberian Peninsula and moves, mostly, towards the Iberian Peninsula coast, with a high number of events intersecting the coast of mainland Portugal. As in Methodology 1, this group is also the one with the highest duration, which implies a higher extension in comparison to the other groups. However, and as previously mentioned, its average duration is much lower than the one presented with the latter, which suggests that a combination of both methodologies needs to be considered, as the first has the ability of detecting the event long before its major impacts on wind power production are detected, and the latter has the ability of determining the time when the event reaches its peak. Group 3 shows the highest propagation speed, and together with Group 4, the two groups are the ones mostly associated with strong wind power variability. Therefore, in both methodologies, the results suggest that the propagation speed is an important windstorm/cyclone characteristic. On the other hand, the duration of the event shows a reduced impact on the observed wind power production variability.



When comparing the clusters for both methodologies and considering their geographical location and intrinsic characteristics, the easterly clusters are the ones with more similarities, aside from their duration and propagation speed (which can be explained by the short lifetime of the windstorms detected in Methodology 2). Despite the ability of Methodology 1 to detect the full trajectory of the meteorological systems, Methodology 2 provides a more clear and specific location of the zones with critical impact on the wind power production. This last aspect can be easily observed on Figure 6a where it is possible to depict a large dispersion in the trajectories held by groups 1, 2 and 4. Additionally, it is also possible to verify that the propagation speed parameter is a good index concerning the variability of the wind power production for Methodology 1, however, this fact is not so evident for Methodology 2.





5. Conclusions


In this paper, two different methodologies were applied to identify the impact of critical weather situations in the wind power generation, namely during the so-called “wind power ramp events”. Methodology 1 is based on a cyclone detection algorithm, while Methodology 2 is based on the detection of windstorms.



The windstorm detection algorithm shows a higher performance concerning the identification of wind power ramps when compared with the cyclone detection algorithm since Methodology 1 tends to overestimate the number of wind power ramp events. With this study, it was possible to identify some key features (e.g., trajectories) from the meteorological structures that unleash wind power ramps. Severe variations in the Portuguese wind power production are mainly associated with the cyclones and windstorms originated in the Southwestern region of the Iberian Peninsula. On the other hand, events with trajectories in the North of the Iberian Peninsula tend to produce a high level of wind power production, but are not associated with large wind power ramps. Such information can be very useful to the TSOs, as it can help in the decision making process by complementing the actual existing wind power forecast tools, thus enabling the adoption of preventive measures to ensure the stability of the power system, e.g., by committing additional reserves or activating special frequency control modes for the operation of wind turbines.



As future work, a more detailed analysis on the impact of each type of class from Methodology 1 on the wind power production, specially under the occurrence of wind power ramps, is to be carried out. Additionally, to mitigate the possible impact induced by the use of surface wind speed, the Methodology 2 will be applied to wind speed data extracted near the typical wind turbine hub height.
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Figure 1. (a) Resulting trajectories for Xynthia storm with: Methodology 1 (green), Methodology 2 (blue), Original (black) [43]; (b) Observed normalized wind power production for the portuguese aggregate during the days 26 to 28 of February 2010. The black square marker represents the time step 27/02/2010 00:00 [3]; (c) Orography and wind park distribution over continental Portugal discerned by nominal power capacity [44,45]. 
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Figure 2. Composite analysis for Methodology 1 for all events with a production (a) higher than 60% of the installed capacity for Winter (b) lower than 30% of the installed capacity for Winter (c) higher than 60% of the installed capacity for Summer (d) lower than 30% of the installed capacity for Summer. The TC values are 364 and 384 for the Winter and Summer period, respectively. 
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Figure 3. Composite analysis for Methodology 1 for Winter months with a power production higher than 60% over the installed capacity: (a) 00 events; (b) 01 events; (c) 10 events; (d) 11 events. The TC values are 36, 73, 50 and 205 for Events 00, 01, 10 and 11, respectively. 
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Figure 4. Composite analysis for Methodology 2 for all events with a production (a) higher than 60% over the installed capacity for Winter (b) lower than 30% over the installed capacity for Winter (c) higher than 60% over the installed capacity for Summer (d) lower than 30% over the installed capacity for Summer. The TC values are 151 and 91 for Winter and Summer months, respectively. 
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Figure 5. Evaluation metrics for: (a) Upward ramps during Winter months; (b) Downward ramps during Winter months; (c) Upward ramps during Summer months; (d) Downward ramps during Summer months. 
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Figure 6. Groups of trajectories based on the K-means clustering with K equal 6 for Winter months: (a) Methodology 1; (b) Methodology 2. 
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Figure 7. Main characteristics of the different trajectories clusters and their impact in the wind power production—Methodology 1. 
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Figure 8. Main characteristics of the different trajectories clusters and their impact in the wind power production—Methodology 2. 
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Table 1. System classification based on the Laplacian of the MSLP field [29].






Table 1. System classification based on the Laplacian of the MSLP field [29].





	Class
	Type
	MSLP Laplacian (     h P a       (   d e g  .  l a t   )    − 2       )





	00
	Strong closed
	   x > 0.6   



	01
	Strong opened
	   x > 0.6   



	10
	Weak closed
	   0.1 < x ≤ 0.6   



	11
	Weak opened
	   0.2 < x ≤ 0.6   
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Table 2. Schematic 2 × 2 contingency table for wind power ramp detection [35].
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Event Foreseen

	
Event Observation

	
Total




	
Yes

	
No






	
Yes

	
TP (hits)

	
FP (false alarms)

	
Foreseen Yes




	
No

	
FN (misses)

	
TN (true negatives)

	
Foreseen No




	
Total

	
Observed Yes

	
Observed No

	
N = TP + FP + FN + TN
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Table 3. TC values and frequency of occurrence (%) for each class of event identified in Met. 1 for Winter months.
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	Class
	TC
	Frequency of Occurrence (%)





	00
	36
	9.89



	01
	73
	20.05



	10
	50
	13.74



	11
	205
	56.32
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Table 4. Contingency table for upward ramps detected with Methodologies 1 and 2 for Winter.






Table 4. Contingency table for upward ramps detected with Methodologies 1 and 2 for Winter.





	
Event Foreseen

	
Event Observation

	
Total




	
Yes

	
No




	
Type-1 Met.1

	
Type-1 Met.2

	
Type-2 Met.1

	
Type-2 Met.2

	
Type-1 Met.1

	
Type-1 Met.2

	
Type-2 Met.1

	
Type-2 Met.2

	
Type-1 Met.1

	
Type-1 Met.2

	
Type-2 Met.1

	
Type-2 Met.2






	
Yes

	
59

	
60

	
56

	
46

	
305

	
91

	
308

	
105

	
364

	
151

	
364

	
151




	
No

	
22

	
21

	
22

	
32

	
9822

	
10,036

	
9822

	
10,025

	
9844

	
10,057

	
9844

	
10,057




	
Total

	
81

	
81

	
78

	
78

	
10,127

	
10,127

	
10,130

	
10,130

	
10,208

	
10,208

	
10,208

	
10,208
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Table 5. Contingency table for downward ramps detected with Methodologies 1 and 2 for Winter.
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Event Foreseen

	
Event Observation

	
Total




	
Yes

	
No




	
Type-1 Met.1

	
Type-1 Met.2

	
Type-2 Met.1

	
Type-2 Met.2

	
Type-1 Met.1

	
Type-1 Met.2

	
Type-2 Met.1

	
Type-2 Met.2

	
Type-1 Met.1

	
Type-1 Met.2

	
Type-2 Met.1

	
Type-2 Met.2






	
Yes

	
60

	
55

	
44

	
39

	
304

	
96

	
320

	
112

	
364

	
151

	
364

	
151




	
No

	
19

	
24

	
28

	
33

	
9825

	
10,033

	
9816

	
10,024

	
9844

	
10,057

	
9844

	
10,057




	
Total

	
79

	
79

	
72

	
72

	
10,129

	
10,129

	
10,136

	
10,136

	
10,208

	
10,208

	
10,208

	
10,208
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Table 6. Contingency table for upward ramps detected with Methodologies 1 and 2 for Summer.
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Event Foreseen

	
Event Observation

	
Total




	
Yes

	
No




	
Type-1 Met.1

	
Type-1 Met.2

	
Type-2 Met.1

	
Type-2 Met.2

	
Type-1 Met.1

	
Type-1 Met.2

	
Type-2 Met.1

	
Type-2 Met.2

	
Type-1 Met.1

	
Type-1 Met.2

	
Type-2 Met.1

	
Type-2 Met.2






	
Yes

	
12

	
16

	
16

	
16

	
372

	
75

	
368

	
75

	
384

	
91

	
384

	
91




	
No

	
7

	
3

	
6

	
6

	
9857

	
10,154

	
9858

	
10,151

	
9864

	
10,157

	
9864

	
10,157




	
Total

	
19

	
19

	
22

	
22

	
10,229

	
10,229

	
10,226

	
10,226

	
10,248

	
10,248

	
10,248

	
10,248
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Table 7. Contingency table for downward ramps detected with Methodologies 1 and 2 for Summer.
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Event Foreseen

	
Event Observation

	
Total




	
Yes

	
No




	
Type-1 Met.1

	
Type-1 Met.2

	
Type-2 Met.1

	
Type-2 Met.2

	
Type-1 Met.1

	
Type-1 Met.2

	
Type-2 Met.1

	
Type-2 Met.2

	
Type-1 Met.1

	
Type-1 Met.2

	
Type-2 Met.1

	
Type-2 Met.2






	
Yes

	
17

	
19

	
21

	
16

	
367

	
72

	
363

	
75

	
384

	
91

	
384

	
91




	
No

	
4

	
2

	
7

	
12

	
9860

	
10,155

	
9857

	
10,145

	
9864

	
10,157

	
9864

	
10,157




	
Total

	
21

	
21

	
28

	
28

	
10,227

	
10,227

	
10,220

	
10,323

	
10,248

	
10,248

	
10,248

	
10,248
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