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Abstract: This work proposes a novel control scheme for a variable speed wind turbine system
based on the permanent magnet synchronous generator. Regions II and III for a wind speed profile
are considered, hence the control is designed for maximizing the generated power from the wind
turbine when the wind speed is below the nominal wind speed, and to saturate the generated
power when the wind speed is above its nominal value in order to avoid damage to the system.
Based on nonlinear models, the control scheme is also designed for introducing robustness to the
closed-loop system. The pitch angle reference signal is also designed based on a mathematical model
of the system, yielding in that way to a great performance of the wind turbine as predicted by the
numeric simulations.

Keywords: sliding mode control; variable wind speed; permanent magnet synchronous generator;
pitch angle; maximum power point tracking

1. Introduction

In recent years, the demand for electrical energy has been an important aspect in a global context,
where fossil fuels are the main sources for the generation of electrical energy. These sources of
energy have significant disadvantages since their use produces the emission of gases that pollute the
atmosphere, and in addition to that, the reserves are beginning to be depleted [1]. For these reasons,
renewable energy is playing a decisive role in the generation of electricity [2]. The renewable energies
include hydropower, wind, solar, geothermal, marine energy, biomass and biofuels. Nowadays, there
is a significant increase in the exploitation of wind energy, and as consequence, this has become an
interesting research area for the last three decades [3,4].

One of the basic constituents of a wind speed conversion system is the wind turbine, which is a
set mainly formed by the blades and the electric generator. As far as the electric generator is concerned,
it is the one that is responsible for converting the mechanical energy (transmitted from the blades)
into electrical energy. At present, there are mainly two types of electric generators: the induction
generator and the synchronous generator. In particular, the permanent magnet synchronous generator
(PMSG) is gaining popularity with respect to the induction generator (double-fed and squirrel-cage)
[5], due to the fact that a synchronous machine with permanent magnets does not have rotor winding
so its lost power is lower, and, as a consequence, its efficiency is greater than that of an induction
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machine [6]. Another aspect to highlight is that the volume and weight of a synchronous machine with
permanent magnets are much smaller than those of an induction machine.

Regarding the control of synchronous generators with permanent magnets, it has become a
challenge for electrical engineers since it is a nonlinear coupled system with uncertain parameters [4].
Nowadays, the related control problems to a wind conversion system are to control such systems
under an unknown fluctuating wind source. This fact yields to four operational regions for variable
speed turbines as described in [7]. Region I is characterized by a wind speed delimited by 0 m/s and
by the cut-in value. In this region, the generator is disconnected from the grid. Region II operates from
the cut-in value to the nominal wind speed, where a control algorithm is designed for maximizing
the captured wind energy. In this region, the pitch angle is controlled to the set-point value of 0◦.
Region III operates above the nominal wind speed bounded by the cut-out value. In this region, the
pitch angle is controlled for the tracking of a desired pitch angle signal that must be generated in such
a way that guarantees the operation of the wind turbine as in nominal wind conditions. Region IV is
characterized by a wind speed that exceeds the cut-out value, in this case, the generator is disconnected
and the turbine is stopped.

Some researchers have focused their attention in the designing of control algorithms for Region II
and/or Region III. For example, in [7], two control algorithms are designed based on a bumpless
transfer technique for switching between Region II and III, which avoids the bumps at the switching
instant of controllers. Despite the control technique employed, the separated controllers are simple PID
controllers where the variation of plant parameters is not considered; moreover, the generation of the
reference signal for the pitch angle (βre f ) is not described. In the work presented in [8], a sliding mode
controller based on the backstepping tehcnique is designed just for the mechanical part of the wind
turbine where the design of βre f is not specified. The work [9] presents a controller for the maximum
power point tracking (MPPT) by means of a lookup table. The work [10] is devoted to the pitch angle
control design, where βre f is calculated from a pitch angle versus wind speed curve obtained by means
of the boundary element method for a given turbine. In the work [11], a single controller (based on the
sliding mode technique) for the generator along with a single pitch angle controller are proposed for
Regions II and III, where the pitch angle command signal is generated without βre f .

Despite the efforts made by researchers for controlling variable speed wind energy systems,
there is a need for designing suitable controllers for Regions II and III that can be robust to unknown
bounded perturbations (wind fluctuations) and plant parameters’ variations, along with a clear design
of both βre f and the corresponding pitch angle controller.

Hence, in this work, we are compelled with the design of two control schemes for Regions II
and III. For Region II, we propose a controller based on the sliding mode technique for the regulation
of an optimal rotor speed based on MPPT, where the super twisting algorithm (STA) is used since it
alleviates the well known chattering problem [12,13]. In this region, βre f is fixed to zero. For Region
III, a controller based on the sliding mode technique is designed for the regulation of the rotor speed
to the optimal speed, where the pitch angle (β) is considered as pseudo-control variable that becomes
in βre f ; then, considering the actuator dynamics for the blades, a controller based on a PI strategy is
designed for the tracking of βre f . Finally, a STA is proposed for regulating the electrical torque of the
generator for the tracking of the sum of the mechanical and frictional torques in order to prevent the
instability of the mechanical dynamics of the generator.

The organization of the rest of the work is as follows. Section 2 describes the dynamics of the
wind turbine, generator, and the pitch angle actuator. In Section 3, the control strategies are designed
for the variable speed wind energy conversion system, and the simulation results are presented in
Section 4. Final comments are presented in Section 5.

2. System Modeling

This section deals with the mathematical modeling of the wind turbine, the synchronous generator
with permanent magnets mounted on the surface, and the pitch angle actuator.
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2.1. Wind Turbine Model

The aerodynamic power can be expressed as follows [14,15]:

PTurbine =
1
2

ρ A Cp(λ, β) v3
ω, (1)

where ρ is the air density, Cp(λ, β) is the power performance coefficient, vω is the wind speed upstream
of the rotor and A is the area swept by the rotor. The variable β is the corresponding angle for the
blade pitch (in degree), and the tip-speed ratio is represented by λ and it is expressed by:

λ =
ωm

vω
R,

with ωm as the angular rotor speed, and R being the radius of the blade. The power coefficient as a
function of λ and β is defined as:

Cp(λ, β) =
1
2

(
116

λi(β)
− 0.4β− 5

)
e
− 21

λi(β) ,

1
λi(β)

=
1

λ + 0.08β
− 0.035

β3 + 1
.

Finally, the wind turbine mechanical torque output is given as:

Tm =
PTurbine

ωm
. (2)

2.2. Generator Model

Assuming a mechanical transmission with unitary conversion factor, the surface mounted PMSG
dynamics are presented with respect to the reference frame fixed to the rotor [16]:

dωm

dt
=

Te

J
− Tm

J
− Fωm

J
+ p1,

did
dt

=
1
L
(ud − Rsid + npωmLiq) + p2,

diq
dt

=
1
L
(uq − Rsiq − npωmLid − npωmψ f ) + p3, (3)

with L as the stator inductance, Rs is the stator resistance, ψ f is the permanent magnetic flux linkage,
np is the number of pole pairs, J is the moment of inertia of the system, and F is the viscous friction
coefficient. The variables are Te = 3npψ f iq/2 as the electromagnetic torque, Tm is the mechanical
torque developed by the turbine, id and iq are the stator currents, ud and uq are the stator voltages,
and p1, p2 and p3 are unknown bounded perturbations due to plant parameter variations.

2.3. Pitch Angle Actuator Model

The actuator for the pitch consists of an electromechanical and/or an electrohydraulic system.
The mathematical model for the actuator relates the output of the pitch controller (pitch demand
represented by βc) and the real pitch angle β. For a variable-speed wind turbine, an electromechnical
actuator is commonly used for regulating the angle of the pitch, so the power coefficient Cp(·) is
decreased and the power lies at its rated value [17]. The actuator dynamics can be approximated as a
first order system:

β̇ = − 1
τpitch

β +
1

τpitch
βc, (4)

where τpitch is the time constant of the actuator [18].
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3. Development of the Control Strategy

3.1. Maximum Power Point

For the maximum power point (MPP), the speed of the turbine must be determined for a given
wind velocity as in [19]. For that, the turbine speed derivative of Equation (1) is taken

dPTurbine
dωm

=
1
2

ρA
dCp(λ, β)

dωm
v3

ω,

with
dCp(λ, β)

dωm
=

dCp(λ, β)

dλi(β)

dλi(β)

dωm
.

Under condition dPTurbine/dωm = 0, one can determine the value for the turbine speed that yields
to a MPP:

ωm,MPP =
vω

R

(
−0.08β +

121, 800β3 + 121, 800
420β4 + 11, 050β3 + 420β + 15, 313

)
.

Since, for Region II, we have that β = 0, the optimal turbine speed is defined as follows:

ωopt = ωm,MPP|β=0 =
vω

R
λopt, (5)

where λopt = 7.954 is the optimal tip-speed ratio. From Equation (5), one can define the nominal
turbine speed as:

ωn = ωopt|vω=vn ,

with vn as the nominal wind velocity. The maximum power of the turbine system is given as:

PTurbine,max =
1
2

ρ A Cp,max

(
ωoptR
λopt

)3
, (6)

where Cp,max = Cp(λopt, 0) = 0.41, and the nominal power and torque generated by the turbine are:

Pn,Turbine = PTurbine,max|vω=vn =
1
2

ρ A Cp,max

(
ωoptR
λopt

)3
,

Tn,m =
Pn,Turbine

ωn
.

3.2. Rotor Speed Control Design for Region II

In order to achieve the MPPT below the nominal wind speed, one proposes the tracking error
as follows:

z1 = ωm −ωopt.

The dynamics of the tracking error z1 result as:

ż1 =
3npψ f iq

2J
− Tm

J
− Fωm

J
+ p1 − ω̇opt, (7)

where iq is considered as a pseudo-control input and can be proposed as a desired signal of the
following form:

iq,re f = −
2

3npψ f

(
Jk1Sε1(z1)− Tm + Fωm + Jω̇opt

)
, (8)
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with Sε1(z1) as a sigmoidal function that is defined as follows:

Sε1(z1) =
2
π

arctan
(

z1

ε1

)
.

Sigmoidal functions approximate the discontinuous sign function with a smooth function,
permitting in that way to continue with the control design procedure. Hence, one can write
sign(z1) = Sε1(z1) + ∆1(ε1, z1), with limε1→0 ∆1(ε1, z1) = 0, limz1→0 ∆1(ε1, z1) = 1, with ε1 > 0 [20].
Thus, sigmoidal functions provide robustness to the closed-loop system in the presence of unknown
bounded and matched perturbations. Continuing with the control design, one defines the tracking
errors for the stator currents:

z2 = iq − iq,re f , (9)

z3 = id − id,re f , (10)

where usually id,re f is set to zero for maximizing the torque [12]. The dynamics for tracking error z2

result as follows:

ż2 =
1
L
(uq − Rsiq − npωmLid − npωmψ f ) + p2 −

diq,re f

dt
. (11)

Then, we propose uq as a sliding mode controller based on the equivalent control method and the
STA

uq = uq,eq − kqL
√
|z2|sign(z2)) + uq,1, (12)

u̇q,1 = −kq,1Lsign(z2), (13)

with kq and kq,1 as positive design gains, and uq,eq as the equivalent controller that results from the
nominal equation (without perturbation term) ż2 = 0 as follows:

uq,eq = Rsiq + npωmLid + ωmnpψ + L
diq,re f

dt
.

Now, we continue with the dynamics of z3:

ż3 =
1
L
(ud − Rsid + npωmLiq) + p3 −

did,re f

dt
, (14)

where ud is proposed in a similar fashion to uq:

ud = ud,eq − kdL
√
|z3|sign(z3) + ud,1, (15)

u̇d,1 = −kd,1Lsign(z3), (16)

with kd and kd,1 as positive design gains, and ud,eq as the equivalent controller calculated from ż3 = 0

ud,eq = Rsid − npωmLiq + L
did,re f

dt
.
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The new variables z1, z2, and z3 define a diffeomorphism that yields system (3) to the
following form:

ż1 =
3npψ f

2J
z2 + k1Sε1(z1) + p1,

ż2 = −kq

√
|z2|sign(z2) + uq,1 + p2,

u̇q,1 = −kq,1sign(z2),

ż3 = −kd

√
|z3|sign(z3) + ud,1 + p3,

u̇d,1 = −kd,1sign(z3).

It has already been shown in [21] that, with appropriate gain values, the STA will ensure that z2

and z3 reach zero in finite-time. Then, when the sliding mode takes place, i.e., z2 = z3 = 0, the resulting
sliding mode dynamics is as follows:

ż1 = k1Sε1(z1) + p1. (17)

With a proper selection of k1, the solution of Equation (17) tends asymptotically to zero as shown
in [20].

3.3. Pitch Angle and Electrical Torque Controller Designs for Region III

When the wind speed exceeds its nominal value, the power generated by the turbine exceeds its
nominal value, so the wind turbine can be damaged. Hence, we propose a pitch angle controller where
the reference signal for the pitch angle is obtained by controlling the rotor speed in a master–slave
control scheme. By controlling the pitch angle, the turbine variables as the power, the torque and the
speed will reach its corresponding nominal values, and the generator is controlled for guaranteeing
that its electrical torque can track the sum of the mechanical and frictional torques in order to avoid
the instability of the mechanical dynamics of the generator.

3.3.1. Pitch Angle Control Design

Based on a master–slave control scheme, we first propose the tracking error for the rotor speed as
ζ1 = ωm −ωopt. By using Equation (2), the corresponding dynamics for ζ1 are as follows:

ζ̇1 =
Te

J
−

ρ A
(

116
λi(β)

− 0.4β− 5
)

e
− 21

λi(β) v3
ω

4Jωm
− Fω̇m

J
+ p1 − ω̇opt, (18)

where β is considered as a pseudo control input, and it is determined as a reference signal (βre f ) of the
following form:

βre f = −
10Teωm + 12.5ρAv3

ωe
− 21

λi(ξ0) − 10Fω̇mωm − 10ω̇optωm + 10κ1Sε2(ζ1)ωm J

ρAe
− 21

λi(ξ0) v3
ω

+
290

λi(ξ0)
, (19)

where Sε2(·) is the sigmoidal function already introduced in Section 3.2, κ1 as a positive design gain,
and ξ0 will be defined in the following lines. It is worth noting that the reference signal (βre f ) in
Equation (19) depends on ξ0, where this variable is an estimate of βre f . If this estimate is not used, then
an algebraic loop is created. The estimation is obtained by using a sliding mode differentiator [22]:

ξ̇0 = ξ1 − κ1,1
√

γa

√
|ξ0 − βre f |sign(ξ0 − βre f ),

ξ̇1 = −κ1,2γasign(ξ0 − βre f ), (20)
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with κ1,1, κ1,2, and γa as positive design gains, the estimate of βre f is β̂re f = ξ0, and the estimate of

its time derivative is ˙̂βre f = ξ1. This approach is useful when the control variable depends on itself
and/or its time derivative as already shown in [23,24].

Now, we define the tracking error for the pitch angle as ζ2 = β − βre f , and, with the help of
Equation (4), the corresponding dynamics for ζ2 are as follows:

ζ̇2 = − 1
τpitch

β +
1

τpitch
βc − β̇re f .

Now, βc is proposed as a PI controller:

βc = ξ0 + τpitchξ1 + κpζ2 + κiζ2,i,

ζ̇2,i = ζ2, (21)

with ξ1 as the time derivative of the estimated reference signal for the pitch angle and it is generated
from the the robust differentiator (20). The new variables ζ1 and ζ2 define a new system, that, when
closed-loop with Equation (21) yields to the following form:

ζ̇1 = φ(ζ2 + βre f − ξ0) + κ1Sε1(ζ1) + p1,

ζ̇2 =
1

τpitch
(κp − 1)ζ2 +

κi
τpitch

ζ2,i −
1

τpitch
(βre f − ξ0)− (β̇re f − ξ1),

ζ̇2,i = ζ2,

ξ̇0 = ξ1 − κ1,1
√

γa

√
|ξ0 − βre f |sign(ξ0 − βre f ),

ξ̇1 = −κ1,2γasign(ξ0 − βre f ), (22)

where φ(·) is a nonlinear function that satisfies φ(0) = 0.
According to [22], if it is considered that the signal βre f is bounded and free of noise, then,

the robust differentiator (20) guarantees finite-time convergence of the relations: ξ0 = βre f and
ξ1 = β̇re f . Hence, system (22) reduces to:

ζ̇1 = φ(ζ2) + κ1Sε1(ζ1) + p1,

ζ̇2 =
1

τpitch
(κp − 1)ζ2 +

κi
τpitch

ζ2,i,

ζ̇2,i = ζ2. (23)

It is easy to see that a suitable choice for κp and κi, ζ2 in Equation (23) will tend asymptotically to
zero, and system (23) will eventually simplify to:

ζ̇1 = κ1Sε1(ζ1) + p1. (24)

With a proper selection of κ1, the solution of Equation (24) tends asymptotically to zero as shown
in [20].

3.3.2. Electrical Torque Control Design

Let us define the tracking errors for the electrical torque and the direct current component
as follows:

ζ3 = Te − (Tm + Fωm),

ζ4 = id − id,re f ,
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where id,re f is set to zero. Their corresponding dynamics are of the following form:

ζ̇3 =
3npψ f (uq − Rsiq − npωmLid − npωmψ f )

2L
− Ṫm − Fω̇m, (25)

ζ̇4 =
1
L
(ud − Rsid + npωmLiq) + p2. (26)

The control input signals uq and ud are proposed with the equivalent control method and the STA:

uq = uq,eq − κqL
√
|ζ3|sign(ζ3)) + uq,1,

u̇q,1 = −κq,1Lsign(ζ3),

ud = ud,eq − κdL
√
|ζ4|sign(ζ4) + ud,1,

u̇d,1 = −κd,1Lsign(ζ4),

with κq, κq,1, κd, κd,1 as positive design gains, and uq,eq and ud,eq as a solution of the nominal equations
ζ̇3 = 0 and ζ̇4 = 0, respectively. As already mentioned, in the work presented in [21], it was shown
that, with suitable gain values, the STA will ensure that ζ3 and ζ4 reach zero in finite-time.

A block diagram of the proposed solution is shown in Figure 1.

Permanent Magnet
Synchronous
Generator (PMSG)

Wind Turbine

E
n

a
b

le
E

n
a
b

leSpeed Controller

Torque Controller
and Pitch Angle
Generator

(Region III)

ud

uq

ud

uq

uq

ud

Tm

Logic
Comparator

id iq ωm

id iq Tm

vn

+

+

+

+

+

+

id iq Topt Wopt Wm

Pitch Angle Actuator

+

PI
Controller

-

β

β

βref

βref,2

βref,1

ωv

ωv

vω

ωm ωopt

(Region II)

.

Figure 1. Block diagram of the proposed control strategy, where βre f ,1 is fixed at zero, and βre f ,2

corresponds to Equation (19).
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4. Simulation Results

Simulations were carried out for the performance verification of the closed-loop system.
We consider a wind turbine system with nominal parameters as shown in Table 1. The control
gains have been chosen as in Table 2.

Table 1. Plant parameters for the synchronous generator and wind turbine.

Parameter Value Parameter Value

Pn,Turbine 2.195 MW Rs 0.0008 Ω
ρ 1.23 kg/m3 L 0.61 H
A 5026.54 m2 ψ f 3.86 Wb
vn 12 m/s np 60
ωn 2.3862 rad/s J 10 kg m2

τpitch 1 s − −

Table 2. Speed controller gains.

Gains Value Gains Value Gains Value

kd 135 κq 3p ψ/(1000L) κ1,2 600
kd,1 150 κd 20/L κp 10
k1 300 κ1 10 κi 1
kq 500,000 γa 500 κd 150

kq,1 20 κ1,1 200 κd,1 20
ε1 0.001 ε2 0.001 − −

The robustness of the closed-loop system is verified with plant parameters’ variations; for that, we
have considered an increment of 20% with respect to the corresponding nominal values for J and Rs.
The behaviour of the wind speed is presented in Figure 2, which is varying above and below the
nominal wind speed at 12 m/s. The crossing points at the nominal wind speed are located at 0.45, 2.66
and 3.81 s approximately.
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Figure 2. Wind speed profile.

Figure 3 shows the pitch angle. One can note that, when the wind speed is below the nominal
value, the pitch angle is zero, and, when the wind speed is above the nominal value, the pitch angle is
greater than zero in order to compensate the extra wind power.
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Figure 3. (a) βre f vs. β; dashed βre f , solid β; (b) zoom of the figure on the left.

The power performance coefficient and the tip speed ratio are shown in Figures 4 and 5,
respectively. One can observe in Cp and λ that, when the speed of the wind is underneath its nominal
value, they are fixed at the optimal values 0.41 and 7.95, respectively. In the case that the speed of the
wind is above its nominal value, both signals are decreasing their corresponding values.
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Figure 4. Power performance coefficient, Cp.
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Figure 5. Tip speed ratio, λ.

Figure 6 shows the behaviour of the optimal and real rotor speed of the generator. The first one
varies up to a maximum value of 2.38 rad/s when the speed of the wind is above its nominal value.
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Figure 6. (a) ωopt vs ωm; dashed ωopt, solid ωm; (b) zoom of the figure on the left.

The generated power is shown in Figure 7. One can note that the MPPT is achieved
satisfactorily. The power is saturated at the nominal value of 2.195 MW thanks to the pitch angle and
torque controllers.
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Figure 7. Generated turbine power, PTurbine.

5. Conclusions

Renewable energies are playing an important role for the electrical energy generation, where
the wind energy exploitation is a current research area. Generators such as the PMSG are gaining
popularity with respect to the induction generator due to fact that PMSG are characterized by a lower
lost power, volume and weight. Current research on the control of a wind turbine system based on
PMSG fail when simplified mathematical models are considered in the design of controllers for Regions
II and III, and for the design of the reference signal for the pitch angle. Hence, in this work, the proposed
controllers for the wind turbine system in Regions II and III are well designed, since they are based
on the characteristics of such regions, on nonlinear models and a novel control algorithm as the STA.
In addition, the reference signal for the pitch angle is also well designed since it is based on the
mathematical model of the system, and, as a consequence of this, the wind turbine operates at its
nominal point when wind speed variations are greater than its nominal value. Moreover, thanks to
the introduction of sigmoidal functions, the proposed controllers are robust against plant parameter
variations, as just demonstrated with the numeric simulations. Some issues remain such as the control
design for the grid side and the evaluation of the proposed algorithm with a prototype.
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