Abstract: One of the major problems in transmission lines is the occurrence of failures that affect the quality of the electric power supplied, as the exact localization of the fault must be known for correction. In order to streamline the work of maintenance teams and standardize services, this paper proposes a method of locating faults in power transmission lines by analyzing the voltage oscillographic signals extracted at the line monitoring terminals. The developed method relates time series models obtained specifically for each failure pattern. The parameters of the autoregressive integrated moving average (ARIMA) model are estimated in order to adjust the voltage curves and calculate the distance from the initial fault localization to the terminals. Simulations of the failures are performed through the ATPDraw\textsuperscript{R} (5.5) software and the analyses were completed using the RStudio\textsuperscript{R} (1.0.143) software. The results obtained with respect to the failures, which did not involve earth return, were satisfactory when compared with widely used techniques in the literature, particularly when the fault distance became larger in relation to the beginning of the transmission line.
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1. Introduction

The behavior of the electricity sector is directly related to economic factors such as Gross Domestic Product (GDP). In this manner, the demand for electricity can be seen as a “thermometer” of the market. As such, growth of the economy as well as increases in purchasing power and quality of life must be accompanied by improvements in the power system, with the objective being compliance with current and future situations. The transportation of electric energy is carried out by means of transmission lines (TLs) which, because they span long distances and are present in great quantity, make the electric power system (EPS) more susceptible to perturbations which are caused mainly by natural phenomena, in particular atmospheric discharges. In the EPS, faults may occur in various components, among which TLs may be the most susceptible elements, especially considering their physical dimensions, functional complexity and the environment they are in, thus presenting greater difficulties in terms of maintenance and monitoring [1].

Keeping in mind the importance of having an electrical system where continuity, compliance, flexibility, and maintainability are observed and guaranteed, we have sought to improve and innovate with respect to techniques used in the protection and supervision equipment of the EPS, while also providing for the expansion of the electric sector and maintenance of system operation quality [2]. The development and improvement of algorithms that allow the analysis and diagnosis of failures in power systems can have an important economic impact, both for power utilities and consumers, as they enable the continuity and reliability of the electric sector. Intelligent, autonomous, online systems have been developed and applied to a significant degree to deal with this type of problem, since they enable fast and accurate diagnosis without the need for human intervention.
The transient voltage and current components are based on the charge of the capacitances of the faultless phases and the discharges of the fault phases. Transients can be detected in almost all occurrences of failures that require the functioning of the circuit breaker. The characteristics of transient phenomenon can be used in relay protection systems and in the location of faults. This technique is satisfactory when compared to techniques already used, such as the theory of traveling wave [3,4], and techniques that use the calculation of fault impedance [5-7]. The comparison is accomplished through the application of these two methods to several transient signals of various situations of simulated faults in a computational environment. The discrete wavelet transform (DWT) is used to decouple sinusoidal signals from the network and transient signals from faults. The technique is widely used for this purpose and has been demonstrated in the literature, with proven efficacy. For the decoupling of Fourier series, signals can be used very simply, although better results are obtained with more sophisticated methods such as DWT [8,9]. Unlike the Fourier analysis, which provides a global representation of the signal, the wavelet transform provides a local representation (in time and frequency) of a particular signal. This "location" in time allows disturbances in signals to be detected as soon as they begin [10].

The objective of this study is, through time series techniques, to model fault voltage data and thereby locate faults in transmission lines. The coefficients of autoregressive integrated moving average (ARIMA) models have different values depending on where the faults occur on the lines. When traveling waves are used, the main problem is to find the second reverse traveler wave from different disturbance signals [11]. Thus, with a database with different simulated situations, it is possible to adjust curves according to models and calculate fault distances for various situations.

2. Simulated Transmission Line

An EPS consists of power plants (hydroelectric, thermoelectric, thermonuclear, alternative sources, and small power plants), TLs (composed of towers, cables, and lifting and lowering substations), and end transmission lines (consisting of transformers, poles and cables and consumption measures). This complex system can involve hundreds or even thousands of kilometers, as is the case of Brazil, for example. Table 1 shows the statistical data in percentages for fault occurrences in the EPS components. Approximately 50% of absences occur in overhead lines [12]. In the Brazilian electricity system, the transmission lines represent 68% of the absences in the network [13].

<table>
<thead>
<tr>
<th>Type of Equipment</th>
<th>Percentage Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aerial lines</td>
<td>50</td>
</tr>
<tr>
<td>Underground cables</td>
<td>9</td>
</tr>
<tr>
<td>Transformers and reactors</td>
<td>10</td>
</tr>
<tr>
<td>Power generators</td>
<td>7</td>
</tr>
<tr>
<td>Circuit breakers</td>
<td>12</td>
</tr>
<tr>
<td>Control equipment and transformers for instruments</td>
<td>12</td>
</tr>
</tbody>
</table>

The numbers shown in the Table 1 show the importance of more closely monitoring the TLs of an EPS, emphasizing the importance of this study. Therefore, the JMARTI [14] model is used to implement a transmission line in ATPDraw® (5.5) software. The simulated line has an extension of 200 km, nominal voltage of 500 kV, and fundamental frequency of 60 Hz, with distributed parameters dependent on the frequency and perfectly transposed in their totality [15].

Figure 1a shows a diagram where the position of the short circuit with respect to the generating terminal can be varied along the line. The monitoring of the voltage signal is performed at the same terminal. The distance $d$ is the variable of interest in this study.
Figure 1. Simulated line topology in the ATP® software. Fault situations for a three-phase system.

All fault settings for a three-phase system are also shown. Situations of single-phase faults: Figure 1b–d. Situations of biphasic faults: Figure 1e–g. Situations of grounded biphasic faults: Figure 1h–j. Situation of three-phase fault: Figure 1k. Situations of grounded three-phase fault: Figure 1l. Settings of phase resistors $R_p$, $R_h$ and ground resistance $R_G$: Figure 1m.

Table 2 shows all situations of simulated faults with variations of the fault type (elements involved are phases A, B, C and ground G), signal sampling, line fault position, fault resistance, and incident angle of the disturbance.
Table 2. Situations of simulated faults.

<table>
<thead>
<tr>
<th>Fault</th>
<th>Data Sampling (kHz)</th>
<th>Location $d$ (km)</th>
<th>Failure Resistance ($\Omega$)</th>
<th>Angle of Incidence $\theta$ ($^\circ$)</th>
<th>Fault Situations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A - G$</td>
<td>200</td>
<td>10; 45; 84; 155</td>
<td>20; 50; 80; 120; 150; 180; 200; 240</td>
<td>0; 45; 90; 135; 180; 225; 270; 315</td>
<td>256</td>
</tr>
<tr>
<td>$B - G$</td>
<td>200</td>
<td>10; 45; 84; 155</td>
<td>20; 50; 80; 120; 150; 180; 200; 240</td>
<td>0; 45; 90; 135; 180; 225; 270; 315</td>
<td>256</td>
</tr>
<tr>
<td>$C - G$</td>
<td>200</td>
<td>10; 45; 84; 155</td>
<td>20; 50; 80; 120; 150; 180; 200; 240</td>
<td>0; 45; 90; 135; 180; 225; 270; 315</td>
<td>256</td>
</tr>
<tr>
<td>$A - B$</td>
<td>200</td>
<td>10; 45; 84; 155</td>
<td>20; 50; 80; 120; 150; 180; 200; 240</td>
<td>0; 45; 90; 135; 180; 225; 270; 315</td>
<td>256</td>
</tr>
<tr>
<td>$A - C$</td>
<td>200</td>
<td>10; 45; 84; 155</td>
<td>20; 50; 80; 120; 150; 180; 200; 240</td>
<td>0; 45; 90; 135; 180; 225; 270; 315</td>
<td>256</td>
</tr>
<tr>
<td>$B - C$</td>
<td>200</td>
<td>10; 45; 84; 155</td>
<td>20; 50; 80; 120; 150; 180; 200; 240</td>
<td>0; 45; 90; 135; 180; 225; 270; 315</td>
<td>256</td>
</tr>
</tbody>
</table>

3. Theory of Traveling Waves

Disturbances occur in the transmission line of electric power, and are caused by a variety of electromagnetic phenomena such as atmospheric discharges. Sudden changes occur in the conditions of the electrical circuits that make up the transmission system, causing a redistribution of energy with the purpose of finding a new break-even point. Thus, traveling waves refer to the propagation of energy over a system. This energy is distributed by the system in its circuit elements, capacitors and inductors [16].

The propagation of traveling waves always occurs in the direction of all the terminals of the transmission line and causes the electrical transients perceived by the protection relays and other automation and control devices located in the operating centers of the system [16]. If any variation occurs on one terminal of a power transmission line, the other terminal will only feel the variation occurring when the wave travels the entire length of the line [17].

The remote terminal of the transmission line cannot influence the decisions about the system until the wave has traveled from the source of the local terminal to the remote terminal where, through its interaction with the transmission line, a response is produced that travels from back to the local source. In this way, electrical signals tend to propagate back and forth, like traveling waves, usually dissipating energy with losses in the material [17].

The traveling wave theory allows for definition of the reflection and refraction coefficients of the traveling wave in discontinuities as well as the wave propagation velocity and the transmission line surge impedance. It is noteworthy that during propagation along the line, traveling waves are attenuated mainly by resistive and leakage losses and may still suffer distortions in their waveform [18].

In order for the transient behavior of an electromagnetic wave on a transmission line to be adequately represented, it is necessary that the line parameters be evenly distributed over its length, since only this representation allows the theory of the traveling waves to be used to analyze the propagation of these electromagnetic phenomena in it [19].

It is important to note that transmission line models in which the parameters are constant are not adequate for simulation of the transmission line response over a large range of frequencies that are present in the signals during transient conditions [14]. Despite this, in practice, constant frequency distributed line models provide satisfactory results and are used in several transient studies in power systems, according to the Alternative Transient Program Rule Book [16].

The reflections and refractions of the waves that travel on the transmission lines are the result of discontinuities in the course of the wave. These discontinuities cannot be caused by terminal impedances, short circuits, or circuit breakers.

In order to monitor the propagation time of the generated wave fronts, only the peaks of these waves are followed. This restriction to only a few points greatly facilitates the monitoring of this data. The lattice diagram shown in Figure 2 is a summary of the above because it focuses only on the propagation times between the point of origin of the fault and the terminals of the line.
Figure 2. Peak propagation time. A: Monitoring terminal; B opposite terminal; d: fault distance; $l_T$: line length; $t_1$ and $t_2$: propagation times of wave fronts; $t_3$: refracted wave propagation time. (a) Ground fault; (b) Fault without ground [15].

The propagation time of a wave peak between its origin and the monitoring terminal depends on the line length to be traveled by the wave and the propagation speed of this wave. Its propagation speed is dependent on the inductance and capacitance of the line with $v = \sqrt{\frac{l}{c}}$. However, this value is sufficiently near the rate of light propagation in the vacuum, and can be considered as $v = 3 \times 10^5 \text{ km/s}$. In Figure 2a for example, the distance $d$ can be calculated as shown in Equation (1). In Figure 2b one must take into account the refracted wave of the other part of the transmission line. Thus, the calculation is performed according to Equation (2).

$$d = \frac{(t_2 - t_1)v}{2} \quad (1)$$

$$d = l_T - \frac{(t_3 - t_1)v}{2} \quad (2)$$

where $l_T$ is the line length in kilometers; and $d$ is the length between the fault point and the terminal.

4. Wavelet Transform

The wavelet transform is a linear operation that decomposes a signal into different scales with different levels of resolution. The wavelet transform of the signal $f(t)$ CWT is defined by [10]:

$$\text{CWT}_f^\Psi(a, b) = \int_{-\infty}^{\infty} f(t) \ast \Psi_{a,b}(t) dt \quad (3)$$

where $\Psi_{a,b}(t)$ is a daughter wavelet, defined as [20]:

$$\Psi_{a,b}(t) = \frac{1}{\sqrt{a}} \Psi\left(\frac{t - b}{a}\right) ; \quad a, b \in \mathbb{R}$$

In turn, $\Psi(t)$ is the chosen mother wavelet, $a$ is the scaling factor, and $b$ is the shift factor.

For computational use of CWT it is necessary to have discrete parameters of $a$ and $b$. In the discrete case, the scaling and shift factors are represented as Equations (5) and (6) [21]:
\[ a = a_0^m \]  
\[ b = nb_0a_0^m \]  
\[ m, n \in \mathbb{Z}; a_0 \geq 1; b_0 \neq 0 \]

Although the result of Equation (3) is a finite set of coefficients, it is still a continuous representation of the wavelet transform. When the function to be analyzed is given by discrete values \( f(k) \), then we must use the discrete wavelet transform \( DWT \) defined by [10]:

\[ DWT \Psi f \left[ a_0^{-m}k - nb_0 \right] \]

\[ a_0 > 1; \ b_0 \neq 0 \]

5. Time Series Models

A time series is any set of observations ordered in time, where each value has attached to itself an indicator of the time in which this value occurred or was observed [22]. According to [23], a time series is constructed when one is interested in:

- Investigating the generating mechanism of the time series;
- Making forecasts of future values of the series;
- Describing only the behavior of the series;
- Searching for relevant periodicities in the data.

A stochastic model that can be extremely useful in representing certain practically occurring series is the autoregressive model. In this model, the current value of the process is expressed as a finite linear aggregate of previous process values and the random shock \( a_t \). Let us say the values of a process with moments by equally spaced times are \((t, t-1, t-2, \cdots)\) and \((Z_t, Z_{t-1}, Z_{t-2}, \cdots)\). Also, let \( Z_t = Z_t - \mu \) be the series of mu deviations. Then, Equation (9) is called an autoregressive (AR\((p)\)) process of order \( p \).

\[ Z_t = \phi_1 Z_{t-1} + \phi_2 Z_{t-2} + \cdots + \phi_p Z_{t-p} + a_t \]  
\[ \bar{Z} = \phi_1 \bar{Z}_1 + \phi_2 \bar{Z}_2 + \cdots + \phi_p \bar{Z}_p + a \]  

Through the autoregressive operator \( B \) given by \( \phi(B) = 1 - \phi_1 B - \phi_2 B^2 - \cdots - \phi_p B^p \), the autoregressive model in Equation (9) may be written economically as

\[ \phi(B)Z_t = a_t \]  

Another kind of model, of great practical importance in the representation of observed time series is the finite moving average (MA) process, where \( z_t \) is linearly dependent on the finite number \( q \) of previous \( a \)’s. Thus, Equation (10) is called a moving average MA \((q)\).  

\[ Z_t = a_t - \theta_1 a_{t-1} - \theta_2 a_{t-2} - \cdots - \theta_q a_{t-q} \]  

In the same way, we have a moving average operator defined by \( \theta(B) = 1 - \theta_1 B - \theta_2 B^2 - \cdots - \theta_q B^q \). The moving average model may be written as Equation (11).

\[ Z_t = \theta(B)a_t \]

The union of the autoregressive model of order \( p \) with the moving average model of order \( q \) can sometimes benefit the assembly of the time series. This leads to the mixed autoregressive-moving average ARMA \((p, q)\) model:

\[ Z_t = \phi_1 Z_{t-1} + \cdots + \phi_p Z_{t-p} + a_t - \theta_1 a_{t-1} - \cdots - \theta_q a_{t-q} \]
Equation (12) can be written with the $B$ operator.

$$\phi(B)Z_t = \theta(B)a_t$$  \hspace{2cm} (13)

In some cases, it is necessary to make a distinction between the terms of the series to exclude trends, in accordance with Equation (14). The result is an ARIMA $(p, d, q)$ model, where the term $I$ expresses a differentiation of order $d$.

$$\phi(B)W_l^d = \theta(B)a_t$$  \hspace{2cm} (14)

where $W_l^d$ are differentiations on the terms of series $Z$ shown in Equation (15).

$$W_t = \Delta Z_t = Z_t - Z_{t-1}$$

$$W_l^d = \Delta^d Z_t$$  \hspace{2cm} (15)

When $W_t$ presents deterministic seasonal behavior of period $s$, a model that can be used is shown in Equation (16).

$$\phi(B)\Phi(B^s)\Delta^s Z_t = \theta(B)\Theta(B^s)a_t$$  \hspace{2cm} (16)

where $\Phi(B^s) = 1 - \Phi_1B^s - \cdots - \Phi_PB^{pB}$ is the seasonal autoregressive operator of $P$ order; $\Theta(B^s) = 1 - \Theta_1B^s - \cdots - \Theta_QB^{qB}$ is the seasonal moving-averages operator of $Q$ order; $\phi(B) = 1 - \phi_1B - \cdots - \phi_PB^P$ is the autoregressive operator of $p$ order; $\theta(B) = 1 - \theta_1B - \cdots - \theta_QB^Q$ is the moving-averages operator of $q$ order; and $\Delta_s = (1 - B^s)$ is the seasonal difference operator. The Equation (16) is denoted by seasonal autoregressive integrated moving average (SARIMA) $(p, d, q)(P, D, Q)_s$

Model Evaluation Criteria

For the process ARMA $(k, l)$, the Bayesian information criterion (BIC) is given by Equation (17) [24].

$$BIC(k, l) = \ln \sigma^2_{kl} + (k + l)\frac{\ln N}{N}$$  \hspace{2cm} (17)

where $\sigma^2_{kl}$ is a maximum likelihood estimate of the residual variance of the model with $N$ observations. It seeks to minimize BIC through the adjustments of $k$ and $l$.

For the estimation of the error, Equation (18) is used, where the absolute error module committed in the extermination of the fault location is divided by the total length of the line.

$$Error(\%) = 100 \left| \frac{R_t - C_t}{T_t} \right|$$  \hspace{2cm} (18)

where $R$ is the actual distance value of the fault, $C$ is the value calculated for this distance, and $T$ is the total length of the line. This calculation is performed for all calculated fault distances.

6. Results

The proposed method, illustrated by Figure 3, consists of using a discrete wavelet transform DWT in order to decouple the transient signal from the sinusoidal signal characteristic of the transmission line. These decoupled signals are used in ARIMA models to establish mathematical relationships between fault distances and calculated coefficients. The RStudio$^\text{®}$(1.0.143) software is used for the computational implementation of DWT [25] and ARIMA models.
Figure 3. Schematic diagram for fault location with the proposed model. *ARIMA*: autoregressive integrated moving average; *DWT*: discrete wavelet transform.

Figure 4 illustrates a fault situation showing the behavior of the disturbance in the three phases that make up the system. Although the fault does not involve phase C, it is affected because there is a coupling between the three phases. However, the highest voltage values in the involved phases are evident. The figure further illustrates the decoupled disturbance signal of the characteristic sinusoidal signal of the transmission line.

Figure 4. (a) Voltage signals with incident angle of 90° and fault resistance of 240 Ω at a distance of 10 km from the monitoring terminal; (b) Disconnected disturbance signal.

As mentioned, the objective of this work is to relate the distances of occurrences of faults with the curves of *ARIMA* models. The Table 3 shows some results obtained, showing the distance–coefficient relationship. All cases are two-phase faults with an incidence angle of 90°.

It can be seen from Table 3 that the coefficients of the obtained *SARIMA* models are equal for the same fault distances. For example, for faults occurring at 10 km, the obtained models are $SARIMA(2, 0, 2)(2, 0, 4)_{19}$ where $\phi_1 = 1.283$, $\phi_2 = -0.349$, $\theta_1 = -0.344$, $\theta_2 = 0.028$, $\Phi_{19} = -1.460$, $\Phi_{38} = -0.918$, $\Theta_{19} = -1.333$, $\Theta_{38} = -0.736$, $\Theta_{57} = 0.044$, and $\Theta_{76} = 0.073$ in all faults whose angle of incidence is 90°, regardless of the fault resistance values.

In Table 4 it should be noted that the traveler wave method presents a smaller error than the other methods when it is at the beginning of the line. According to [26], when traveling waves are used, the main problem is to find the second reverse traveler wave from different disturbance signals. In this case, the proposed model presented a satisfactory result, because as the distance of the fault increases, the relative error becomes smaller than for the other methods. Fault resistances do not influence the behavior of the model, and therefore results are shown for only two resistance values. Figure 5 shows a example of the a fault situation.
Table 3. Some examples of models obtained.

<table>
<thead>
<tr>
<th>Term</th>
<th>10 km</th>
<th>45 km</th>
<th>84 km</th>
<th>155 km</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20 Ω</td>
<td>240 Ω</td>
<td>20 Ω</td>
<td>240 Ω</td>
</tr>
<tr>
<td>φ₁</td>
<td>1.2830</td>
<td>1.5420</td>
<td>1.58880</td>
<td>1.4780</td>
</tr>
<tr>
<td>φ₂</td>
<td>−0.3496</td>
<td>−0.5945</td>
<td>−0.6358</td>
<td>−0.5263</td>
</tr>
<tr>
<td>φ₃</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>θ₁</td>
<td>−0.3440</td>
<td>−0.1750</td>
<td>−0.3322</td>
<td>−0.6510</td>
</tr>
<tr>
<td>θ₂</td>
<td>0.0283</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Φ₁</td>
<td>−1.4600</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Φ₂</td>
<td>−0.9181</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Θ₁</td>
<td>−1.3330</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Θ₂</td>
<td>−0.7397</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Θ₃</td>
<td>0.0437</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Θ₄</td>
<td>0.0730</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Constant</td>
<td>17.9800</td>
<td>14.48</td>
<td>10.6400</td>
<td>14.65</td>
</tr>
</tbody>
</table>

Bayesian information criterion (BIC) 15,369.26 13,025.38 7984.45 4889.99

Table 4. Comparison between models through the Error value (Equation (18)).

<table>
<thead>
<tr>
<th>Model</th>
<th>5–10 km</th>
<th>20–45 km</th>
<th>70–84 km</th>
<th>155 km</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time series</td>
<td>0.13</td>
<td>0.37</td>
<td>0.13</td>
<td>0.86</td>
</tr>
<tr>
<td>Stockwell transformer [26]</td>
<td>0.07</td>
<td>0.10</td>
<td>0.65</td>
<td>–</td>
</tr>
<tr>
<td>Neural networks [15]</td>
<td>–</td>
<td>0.75</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Figure 5. Missing data with distance of 10 km and with missing resistance of 240 Ω.

Decoupled disturbance signal and approximate ARIMA model

The auto.arima function of RStudio® (1.0.143) software uses a variation of the Hyndman and Khandakar algorithm presented by [27] that combines unit root tests and minimization of BIC to obtain a model ARIMA.

7. Discussion and Conclusions

The proposed method is effective in detecting simulated data changes from different fault locations on the line. However, it is also sensitive to variations in the angles of incidence of the onset of disturbances in sine-wave AC signals. This is particularly true when the fault distance becomes larger in relation to the beginning of the transmission line. With improvements in the algorithm it may be
possible, in addition to identifying positioning of short circuits in the line, to also identify the angle of said angle of incidence in order to improve the sensitivity of relays used for this type of monitoring.

The algorithm is insensitive to changes in the value of fault resistance. This is in fact an important factor for the adopted methodology, since the fault resistance is highly random and variable, depending on environmental conditions and type and location of the fault. The fault resistance influences the transient signal damping behavior (vertical variations in the Cartesian plane of the signal), but the location of the source of the disturbance is related to the signal oscillation frequency (horizontal variations in the Cartesian plane of the signal).

Another important factor refers to the type of fault in relation to the number of elements involved, whether they are single-phase, two-phase, two-phase ground or three-phase. Another important factor refers to the type of fault in relation to the number of elements involved, that are either single-phase, two-phase, or three-phase. Failure data involving the ground component present greater volatility, since these types of transient waves, besides suffering successive reactions between the point of origin and the line terminals, also undergo refractions. Some of the signals reflected from the terminals exceed the point of origin of the disturbance to the opposite terminal, causing the data to become interlaced. For future works, we suggest evaluating models more sensitive to the heteroscedastic series. A possible alternative to eliminate the data coming from the opposite terminal would be the encapsulation of signal filters in the DWT used for the separation.
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**Abbreviations**

The following abbreviations are used in this manuscript:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR</td>
<td>autoregressive</td>
</tr>
<tr>
<td>ARIMA</td>
<td>autoregressive integrated moving average</td>
</tr>
<tr>
<td>ARMA</td>
<td>autoregressive moving average</td>
</tr>
<tr>
<td>BIC</td>
<td>Bayesian information criterion</td>
</tr>
<tr>
<td>CWT</td>
<td>continuous wavelet transformer</td>
</tr>
<tr>
<td>DWT</td>
<td>discrete wavelet transformer</td>
</tr>
<tr>
<td>EPS</td>
<td>electric power system</td>
</tr>
<tr>
<td>GDP</td>
<td>Gross Domestic Product</td>
</tr>
<tr>
<td>MA</td>
<td>moving average</td>
</tr>
<tr>
<td>SARIMA</td>
<td>seasonal autoregressive integrated moving average</td>
</tr>
<tr>
<td>TL</td>
<td>transmission line</td>
</tr>
</tbody>
</table>
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